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SECTiUN ±

INTROGUCTION

The purpose of the Aovanceo Computer image Generation CIG)
visual/Sensor Simulation AVSS) study contract was to investigate,
develop, ano evaluate various CIG techniques to overcome the
quaiizative ano quantitative limitations of current CIG images
proouceo oy euge-baseo systems. The stuoy was to conciuoe with an
integration of tnese techniques into a system concept. This final
report for tne stuoy phase of tne contract discusses the
investigation, oevelopment, and evaluation which leo to the system
concept-.

Tns program Ls envisioned as part of a total system Gevelopment where
tne next pnase woulo consist of a software simuiation/valication
fuiioweo oy a fabrication ano testing of prototype haroware. The
finoings of the report, however, are oirectly applicable to many
simulators ano coulo be incorporateo into other simulation systems.
Empnasis on iow-ievei fiying ano the need to incorporate tracking for
target aetection, recognition, ano ioentification give rise to new
requirements for reaism in these simulations. Hue ano saturation are
important in long-range views. At meoium and short ranges, texture
graoients provioe the oepth cues neeoeo for realistic simulation.
This has been the primary basis for the system concept chosen for the
stuoy.

The criteria used in choosing the techniques have been the
requirements for:

o Capability to provide more realism than current techniques

o Potential for greater efficiency than current techniques

o Compatibility with other techniques from a system point of
view

o Reasonable architecture for using today's technology

o Possioilities for reduction in cost using tomorrow's
technology

The major areas of concern in CIG for visual/sensor simulation are:

o Surface representation

o Texture representation

o Intensity computation

o Image generation

o Embeooeo oojects
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Tnie metnoo useu for perspective views of a surface is tnat of using
wcuoic subuivision originaiLy proposeo uy katmuil i974). C'atmuil's
etrou is a fast recuisive sucoivision of a patcn into smaller ano

smaitir suupatcnes until eacn suopatcn is small enougn to ue
Lispiayeo; that is, pixel size.

The texture representation in this stuoy is oaseo on fractals which
aie especially suitable for training in Low-level flight ano for
air-to-surface missions. The implementation of fractal texturing
allows computing the surface to arLi)trary levels of oetail without
increasing the oata oase. Therefore, the simulation woulo result in a
continuous change of oetail ano texture oensity for all flight paths.

Tne intensity calculation is baseo on color--hue, saturation, ano
vaiue HSV)--for the visiole. The hue, saturation, ano value are
converteo to reo, green, ano blue RGB) for oisplay purposes. For low
iight level TV (LLLTV) ano forwaro-iookinq intrareo (FLIR) black ano

wnite will be used (same as in the actual sensor). There are many
more sensor requirements, however, when simulating. The parameters
which affect the value or intensity in the display must be determined
prior to the actual simulation.

The image generation is Oaseo on a z-ouffer concept. Those surfaces
wnicn are closer occluoe all other surfaces. This is a simple
solution to the hiooen surface problem. Computing requirements
increase linearly with scene complexity. Also, oifferent atmospheric
effects are possible since the oistance to each pixel is known.
Moving targets ano objects within the scene can be generatec
simultaneously in this approach.

This report covers these aspects of the technical effort of the study
phase for AVSS. The system concept (Section 2) is presentec first,
followed by the detaileo investigation (Section 3). Some
implementation consioerations are oiscusseo in Section 4. The
conclusion (Section 5) prececes a list of references useo in the
investigation for this report. Appenoixes A through E are incluoeo to
provide aooitional aetail about some of the concepts investigateo.

10



SETION

SYSTEM kONCEPT

The general system concept is presented in this section. In Section
3, more oetail is given where appropriate to complete the system
concept.

The system concept oevelopeo for AVSS is shown in Figure i. The
system consists of both off-line (computer-generateo) preparation anG
on-line or real-time generation. Tne off-line preparation consists of
outaining mission inputs from the Defense Mapping Agency (DMA) oata
case as well as acoitional mission information such as time of oay and
sensor. Once this information is obtained, the appropriate files are
merged into one large file for further processing. Texture labels are
generated for each of the terrain squares. Note that the texture
labels ano register squares are mission-inoependent, ano can be
generated any time prior to the mission. Next shadows are generated
ano storeo on the disc crives. Finally, cultural features such as
houses, bridges, and roads are added.

The on-iine generation consists of determining the initial starting
point and loading the fast fielo-of-view (FOV) memory. Once this is
cone, only new FOV information must be transmitted between the on-line
storage and the fast FOV memory. A perspective transformation then
transforms the cata from object space to image space. This requires a
test of the patch size to see whether it is also pixel size. If it is
not, it is subdivided until it is equal to a pixel size.

Subdivision involves more than just subdividing surface polygons down
to pixel size. The fractal information being used for intensity
calculation must be subdivided and the surface normals for each
tubpatch must also be calculated.

Intensity calculation must now be done for every pixel within the
whole screen. However, some pixels may be overridden because they are
hidden; it is this occultation that is of concern. As each pixel's
intensity is calculated, the z-buffer information (the distance
information) is checked to see whether it is closer to the pilot than
what is already contained within the memory. If the z-buffer
information is closer to the pilot's position, it will overlay the
memory data. Once the intensity is calculated an anti-alias procedure
removes the jagged edges in the scene. Once anti-aliased, the data is
dumped into a frame buffer and displayed. There should be two frame
buffers so that one can be filled during the time that the second is
being displayed.

A 1024 x 1024 display and a 60-Hz refresh rate are ambitious
assumptions; each of the blocks just discussed will be examined in
more detail.

11
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The following mission information is assumed to be typical of the type
to oe ;iven:

o Sensor type: visual, infrared (IR), or LLLTV

o All the weather conditions for the duration of the entire
flight. (Assuming one constant set of weather conditions.)

o The sun or the moon position. (For the entire duration of
the mission the sun and moon position are considered
constant.)

o Albedos (reflectivities) and emissivity information

o Special effects

o Additional cultural objects

o Fractal look-up tables (LUTs) to be designated for texture,
texture borders, and shadow borders.

o The approximate flight path which gives us the required
inputs for the OMA data base size and location.

The first job is to select the appropriate DMA data files, which
consist of terrain elevations as well as cultural data. These data
are then merged so that all the elevations are in one file and the
cultural data are coordinated with that same file. This particular
operation of reading the tapes could require several hours because up
to 10 tapes may have to be searched to obtain all the required data
for an assumed 800 km x 48 km flight path area. These elevation and
cultural data require about 10 megabytes (Mbyte) for storage.

The next procedure assigns the textures in the surface material
categories to the DMA data base and then locates the particular
elevations in that texture area. The first step is to construct a
chain code and then to locate and designate the texture labels.

The register square process computes the register square values for
each patch corner. To do this, 16 elevations are placed in a 4 x 4
matrix to get the register square values. The method used is a
bicubic spline which allows for no discontinuity between patches. The
time required for this particular operation is about four hours for
the entire mission data base.

Next, shadows are assigned so that each terrain square has a shadow
label. The procedure is first to determine the pixel dimensions that
are contingent on the terrain elevation, then to determine the sun
space FOV, and finally to determine the z values of the distance
information. Now those areas that are shaded can be determined and
labeled. This is similar to the register square process and will take
approximately 13 hours.

13



Finaliy, tne cultural features oesireo for a particular mission are
auoeo. These features incluoe houses, trees, roaus, railroaos,
factories, iignts, moving oojects, etc.

After all these off-line operations, the result is the mission oata
oase. It is a collection of all the regional data blocks (or patches)
containeo in tne mission oata base. The regional uata blocks contain
register squares defining the bicubic elevations, a pointer to a list
of the unique features which apply to the patch, a pointer for the
synthetic texture, a aefinition ano list of objects, ano a surface
normal. The oata blocks should be organizeo as a quad tree to
facilitate finoing the patches for a given frame.

The next step involves the real-time system requirements for AVSS.
Initially, some information about the starting location of the
aircraft must be assumed, ano thes6 Data must be transferred from the
on-line storage to the fast FOV memory. As the FOV changes, only the
resulting new oata must be transferred from the on-line storage to the
fast FOV memory. The oata storage for the fast FOV memory is expecteo
to ue about 12 libytes for a full 3600 FOV. This is based on having
approximately 368 bits for eacn patch, consisting of the vector
normal, xy location, size, texture, shaoow, ano register square Data.

The next three olocks--transformation, test, and suboivioe--are
generally treated as one unit. A patch is put into the perspective
transformation ano transferred from object space to image space. The
patch is then tested to see whether it is of pixel size. If not, it
must be subDiviaeo in object space and undergo another perspective
transformation into image space, ana then be testea again. This
proceoure involves a large number of perspective transformations per
frame. Later sections will describe the number of perspective
transformations ana how the perspective ana subdivision processes are
performeo. As discussed previously, subdivision consists of three
parts: bicubic, fractal, and vector normal.

At the eno of subaivision, approximately five million patches will
require an intensity calculation. Each must have vector normalization
ano must be transformed from HSV into the RGB space of the display.
Only those polygons which are not hidden will go through the
anti-aliasing; hence, the occultation is really a test to aetermine
wnich parts are hidoen. The purpose of anti-aliasing is to eliminate
aliasing artifacts caused by improper sampling. Our procedure is to
have a five-point average pixel that uses three points per frame.
This requires three times the number of pixels in the frame operations.

The frame buffer ana display can be considered as a unit. The frame
buffer feeas the aisplay; however, it gets the aata from the rest of
the hardware. Two buffers are useo so that one can be inputting data
at the same time that the other is oisplaying. The initial concept
involves 22 Mbytes of high-speed frame buffer memory, for both

14



intensity and z-buffer information. How this might be eliminated
later is discussed in succeeding sections. The intensity buffer can
be preset to a given condition at the start of each frame. When the
designated mission area has been ventured outside of during
simulation, this preset condition will then occur.

15



SELTION 3

DETAILED INVESTIGATION

This section of the report presents a detailed investigation of the
AVSS techniques. Included is a discussion of some alternatives
considered, but most of the section focuses on the preferred approach.

3.1 OPERATIONAL REQUIREMENTS

Eight areas are to be consiaereo under the category of operational
requirements:

i. Update rate

2. Transport aelay

3. Perspective

4. Viewpoint maneuverability

5. Fielo of view

6. Resolution

7. Image mapping

8. Occultation

3.1.1 Update Rate

In this study of the AVSS system, the update rate has been a fixed
parameter which determines the complexity of the system before the
frame buffer. The update has been chosen to be 1/60 second per
frame; a frame is defined as 1024 pixels per line and 1024 lines per
frame.

Even tnough a 1/30-second frame rate is acceptabie for normal
television video, some aiiasing artifacts can still be seen, for
example, a wheel turning backwards on a stagecoach. Note that neither
more sampies per line, nor an increase in frame rate, necessarily
eliminate this phenomenon. Increasing the frame rate simply reouces
temporal aliasing artifacts. In general, the update rate is
sufficient to allow the viewer to perceive continuous motion ano to
interact with the simulateo environment.

3.1.z Transport Delay

Transport celay is oefined as the interval from the time the aircraft
state is calculateo to the completion of the image computeo for that
state. The transport aelay is the sum of several delays through the
system:

T0  TTRANSFORM + TTEST + TSU B + TINT + TAA + TFB

16



wnere
TD = transport delay

TTRANSFORM = delay through the perspective transformation
TTEST = delay through the test before subdivision
TSUB  = delay through the patch subdivision

TINT = delay through the intensity calculation and
z-buffer test

TAA = delay through the anti-aliasing
TFB  = delay through the frame buffer

Tne approach taken here to estimate the delay was to assume fully
parallel computation ano to use pipeline architecture ioeas for the
inaividual clocks shown in the system concept. The throughput is
oetermineo by the iowest-speec oevice in -che pipeline and should not
be confused with the transport delay calculations. Each of the
following estimates is baseo on these assumptions.

The first portion of the transport deJiy involves the time required to
o the perspective transform from obj5.,i soace to image space. This
projection requires five stages, -s shown in Figure 2. (Note: Many
of the figures anc discussions are baseo on Solana, Voth, and
Narenora; 1981). If 200 nanoseconJ (nsec) per stage is assumed,
then

TTPRNSFORP = 1.0 microseconds (usec)

It should be noted that the 200 nsec is really a clock time determineo
by the slowest element in the pipeline; in this case, the multiply.
it may not be necessary to use 200 nsec for all stages.

The delay through the test consists of a box griopoint test, which
oetermines whether the patch should be further subdivided or passeo
through to the intensity calculation. A box approximation test is
useo; the implementation is shown in Figures 3 ano 4. There are a
total of eight stages at OO nsec per stage, therefore,

TTEST = 1.6 psec

The suboivision process involves a total delay of four stages (Figures
5 ano 6); the letters shown in the figures refer to the values in the
register squares before and after subdivision. There is, however, a
potential bottleneck at this location. When the suboivision occurs,
four new sets of register square values are created. Unless one has a
means of immeodiately continuing with four parallel channels, the data
must ue storeo as shown in Figure 7. The delay through the memory
must be included in the transport delay. Figure 8 presents a possible
parallel structure for the total process of perspective
transformation, testing, and subdivision.

17
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SUBDIVIDE PATCH (PART 2)
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Fi.gure 7. Suboivision piocess involving memory.
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At the enu of eacn test, oata wiii either go to the intensity
caicuiation or iequlie tultner suooivision. The number of suocivision
is snown to ce about 1.7 x 00 in Appenoix E, with the total number
of patches to ue four times tnis, or 0.8 x iO. For the worst case
it is assumeo that all this woulo nave to be storeo in the memory
channeis. Then tne memory requireo for the cnannels shown is:

o.8 x 106/64 = 106K/cnannel

Again assuming 200 nsec tor tne uelay or clock cycle, the result is
0.64i seconus of oelay, or 2i miiiiseconos (msec).

Note nere that number of channels of the perspective transformation,
test, ano suboivision are each 85 cnanneis. in Section 4,
impi6mentation Consioeratiors, it is estimateo tnat approximately 80
cnanneis are requireu to complete the entire process in 1/60 sec.

in tis approacn, transport aelay in memory has been sacrificeo for
naroware. it is possiole, for instance, to have 256 stages of
auoitional perspective transform ano test. The oeiay woulo go from
miiiseconus to microseconos.

From tne above oiscussions:

TFIFO = il msec

anu

TPROC = 0.0008 msec (which is neglible)

giving

TSU B = 21.0008 msec

Note in Figure 8 that the output of the First In-First Out (FIFO)
stack or memory is going to several of the perspective
transformations. If no oata are going into the perspective
transformation at that stage, then that stage and testing can be taken
aovantage of. The analysis above has not consioered this
specifically. Also, the ramifications of all this feeoback must be
taken into account in the controlling. It may be that the memory
couio be allocateo so that the transport delay coulo be reouceo
further with no increase in memory but with more control circuitry.

Tne intensity calculation has an estimated 22 stages. This is the
estimateo complexity for tne equations given in the tonal computation
section. The implementation block oiagram is shown in Figure 9.
Assuming 200 nsec per stage, then:

TINT = 4.4 psec

Tne anti-aliasing uelay comes from four stages of multiply, two aoos,
ano switch between frames. Hence:

TAA = 0.8 psec
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Tne system concept approach involves switcning oetween two buffers.
aniie onc trame is oeing ca±culateo, the secono is zeing oispiayeo.
The maximum ueiay is one frame time, or

TF6 = ib.6o7 msec

Tne total oeiay time is

TTRANSPORT = 0.001 + 0.0016 + 21.0008 + 0.0044 + 0.0008 + 16.6667
= 37.6753 msec

One item not inciuoeo in the auove transport oelay is the time to get
Gata from Lne aisc storage to the fast FOV memory. if a 3tCO fast
FOV memory is assumeo, then the only oata to Ce aooeo to the oata base
are those oata corresponoing to the oistance traveleG in level
flight. It is shown in subsection 3.1.4 that 10 patches neeo to be
transferreo to hign-speeo memory. These AO patches ale at the extreme
viewing uistance so that when the new patches actually appear, they
will not ue noticeable. The primary concern is the seeK, latency, ano
transmit time of the oisc; that is:

TDISC = TSEEK - TLATENCY + TTRANSMIT

For a typical mass storage unit, the seek time is 30 msec (average),
tne iatency time is 8.33 msec (average), ano for 10 patches at 1.5
Mbyte transfer rate, the transmit time is 0.3 msec, which gives:

TOISC = 38.63 msec (average)

When this is aooeo to the previous time, the total transport time is:

TTRANSPORT = 76 msec

This time can be considerably decreased by getting patches only every
tenth frame, which reduces the average oisc transport oelay to aoout
4 msec per frame.

3.1.3 Perspective

In order to preserve perspective valioity in the displayed imagery,
only two kinus of transformations have been consioered: one to a flat
screen, the other to a spherically curved screen. For reasons
oiscusseo in subsectiun 3.1.7, the flat screen transformation was
chosen.

Physically, the perspective transformation involves three cooroinate
systems kFigure 10): 1) the world cooroinate system, in which all
off-line ano on-line terrain and cultural features are initially
locateu, 2) the eye coorinate system, a rectangular orthogonal
system with its origin at the pilots' eye; and 3) the screen
cooroinate systems, representing the location of a real screen or
winoow (see Newman ano Sproull, 1979, for details).
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Tne purpose of the transformation is to take many inoivioual
tnree-uimensionai points in woria cooruanates ano transform them to
screen cooroinates or, equivalently, screen space. The eye cooroinate
system serves as an intermeoiary between worio ano screen space. The
entire transformation of an arbitrary point from worlo eye to screen
space is symooiically

kXwyw,Zw) (Xe,Ye,Ze) (Xs,Ys,2.S)

Thus, two transformations are involvea.

The first, from worio to eye cooroinates, involves a 4 x 4 matrix
muitiply

kXe Ye Ze 1) = (Xw Yw Zw i)V

wnere V is a 4 x 4 matrix concatenatec from five component matrixes:

V = Vi . V2 . V3 . V4 . V5

The five component matrixes are

1. Translation matrix:

1 0 0 0
VI : 0 1 0 0

0 0 0 1
tx ty tz  1

2. Right-hancec to left-hanoec matrix:

-1 0 0 0
V2 : 0 0 -1 0

0 1 0 0
0 0 0 1

3. Rotate by e arouno Ye axis:
cos e 0 sin E 0

V3  0 1 0 0
-sin e 0 cos 0 0
0 0 0 1

4. Rotate by ¢ arouno xe axis:

1 0 0 0
V4 0 cos -sinc€ 0

0 sin cos 0
0 0 0 1

5. Rotate by 0) around ze axis:

cos ' -sin b 0 0
VS sin4 cos' 0 0

0 0 1 0
0 0 0 1
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Angles are measureo clockwise when hooking along the rotation axis
towaru tne origin. The muitipiication of the V matrixes gives the
A1, values presented in Figure 2.

Foilowing the convention of many computer grapnics people, the eye
system is left-hanoeo, Xe to the right, Ze into the screen, Ye
up. Because the worio system is right-hanoeo, the matrix V2 is
empioyeo to change from right to left. Of course, this convention may
oe ignoreo ano V2 excluoeo at the convenience of the training system
oesigner.

The eye cooroinate system has its origin at tx, t , te in the
worlo system. The eye axes are rotateo through three angles: 0,
¢, 1b, kyaw, pitch, ano roll, respectively). Measuring angles as
shown in Figure 10 with world ano eye axes initially aiigneo, 0,
@, 1 are respectively the rotation angles aoout the Ye, Xe,
Ze axes. Note that these rotations must occur in the oroer given to
make sense, that is, the rotation matrixes co not commute.

This viewpoint transformation allows presentation of the proper scene
for any viewpoint within the oefineo oata base. The viewpoint can be
from any altituoe, incluoing on the surface. The attituoe (roll,
pitch, ano yaw) is not restricteo. The sine and cosine terms must De
calculateo, however. This calculation is oone once per frame; that
is, it will not change ouring the frame time.

The secono part of tne perspective transformation (Xe Ye Ze)*-
Xs Ys Zs) is given by

X = Vsx + Vcx
e

DY

s SZ sy + Vcy

ano Zs may oe either

S((Ze/D) - 1) or z
s (1 - D/F) £SZe/O) o e

Xs ano Ys are orthogonal screen coordinates, D is the screen
center-eye oistance ano S is half the screen size in the same units as
0. (The screen is assumeo square.)

The four V variables are windowing parameters. The wincow (screen) is
2Vsx units wioe ano 2Vsy units high ano in the same units; the
screen center is at (Vcx9,Vcy).

Depth (2s ) is requireo for occultation only. The simplest form for
Zs is ZS = Ze. This form is quick because it avoids extra
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computation; nowever, a large number of bits may be required fur its
perceptuai±i adequate application in occuitation tests. The other
form for 4s is computationaily expensive out ailows for finer depth
iesolution nearby and coarser resolution in the distance, so that
fewer bits are required for the specification of Zs . In this form,
'F" is the maximum depth allowed in the system. Note that as F
approaches , Zs = 1 - D/Ze , demonstrating the relationship
uetween resolution and distance more clearly. The form Zs = Ze
snouio be useu fur real-time appiication.

7he uenefit from this portion of the perspective transformation is
tnat the scene will be displayed as if seen or senseo from an actual
aircraft at an ioentical position and orientation. The major concern
is the aivision by the object distance. This can oe time-consuming
uniess one uses a fast multiply chip and a reciprocal for the number.
Fast oivioe chips are expected to be available soon.

3.1.3.1 Operations--The perspective transformation of a patch is
accomplished by transforming all four patch vertexes in parallel.
Since one subdivision produces four patches, the total number of
perspective transformations per frame time equals four times the
number of subdivisions per frame time. Solano, Voth, and Narenora
k± l) estimate that, on the average, rough terrain requires 1.7 x
106 suodivisions per frame. Consequently, 6.8 x 106 perspective
transformations/frame are expecteo on the average. Each vertex
transformation requires nine multiplies, six adds, and two oivides.
The multiplication ana divide operations can be implemented in
parallel, as shown in Figure 2. Also the adds are both in series and
in parallel, as shown in Figure 2.

3.1.4 Viewpoint Maneuverability

A viewpoint may be definea by six variables: three for spatial
position and three for orientation. "he Honeywell algorithm allows
any value for all of these variables and so accommoaates all possible
viewpoints. The speed with which a viewpoint may change is limited by
the access time of obtaining new patch information. There are
essentially three types of movement which require new patches:

i. Roll--longitudinal axis of aircraft constant

k. Movement in space--orientation constant

3. Pitch ano yaw--change in orientation
For horizontal movement in space, a small circular crescent-shapeo
area must be obtained each frame time. The area is given by:

A = hR
where

h = distance flown horizontally (worst case)
R = raoius to the horizon
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With a velocity of 500 mph or 223.5 m/sec, h = 3.725m ano R = 24 km
gives A = 90,000 m4 = 10 patcnes * 366 oits/frame time.

The angular velociLy of roll is proportional to flight speeo. Unoer
extreme conuitions a pilot may perform a 3600 roll in 1 sec. This
is equivalent to 6 in one frame time. The front winoow FOV wi±l
not change much with a roil, but siue window FOVs will change
consioeiaoly. For a 600 x 600 sioe FOV, a 60 change is the same
as 1/10 of the FOV. With the sioe view inclusive of all patches out
to tne norizon within a 600 sweep, changing the screen FOV by 1/10
miil at worst introduce a few nearby patches ouring horizontai
fiight. For a vertical flight path, a roll will require upcating 1/10
x 40,000 patches each frame time, which we regaro as the worst-case
roll:

worst uase Roll = 4000 patches x 36b Dits/frame time

When the pilot changes the aircraft oirection, he is limited by the
inertial forces on nimself ano the aircraft. We shall assume a
maximum acceleration of 9 g's. A constant change in direction at
constant speed results in a circular path with a centripetal
acceleration of:

2

9g's -

where
v = forwaro aircraft speed
R = raoius of aircraft circular path

with v = 223.5 m/sec, and lg = 10 m/sec2 , R = 555m. The circle
circumference = 2iTR = 3487m.

In 1/60 sec, the aircraft travels o = vt = 223.5/60 = 3.725m ano the
cnange in the aircraft heaoing "A" is given by:

A 3. 725 A = 0 38
7600= 3487 - 0.38

Turning by 0.380 requires upoating 253 patches x 368 bits each/frame
time. Tnus tne transfer rate of each case is:

i. k7 Kbytes/sec

k. li Moytes/sec

3. 0.7 Mbytes/sec

The second ano third cases have assumed a transfer rate from disc to
hign-speeo memory necessitated because the high-speeo memory only covers
the FOV of 600. If the high-speed memory is increased to hold all
3600 out to 24 km, cases 2 and 3 are no problem, ana case 1 becomes the
limiting transfer rate. To avoid incoherent imagery auring rolls, the
larger high-speeo memory is considered to be the superior option.
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3.1-5 Fieio of View

The concept ueveloped in tnis stuoy can generate valio images inoepenoent
of the FOV ano can simultaneously compute images for multiple image
planes. The stanoaro FIV for this report is 600; however, any FOV
from 00 to 1800 may theoretically be employed for each image plane.
The complexity of this system increases with the FOV; that is, 1800
requires approximately three times the haroware of 600.

There are two parts to the solution for selecting the FOV. The first
part requires traversing a oata structure callec a quao tree. The quac
tree, at its highest level, divides the data base into quarters. At the
next ievei uown the tree, each quarter is itself suboivideo into
quarters. This suboivision continues until the smallest resolution in
tne data uase is reau. This is the level at which the subdivision
uimensions match the sample interval between elevations in the worlo oata
base. The areas of oata corresponding to the smallest data oase
resolution are called patches.

The first part of the FOV seiection requires collecting all patches
contained in the FOV. This is oone by projecting levels of the quao tree
to the oisplay coordinates. If a subdivision lies entirely outside the
viewing winoow, that subdivision and all those lower than it can be
prureu from the tree. Patches partially in the FOV shoula be subdivioeo
oy the method describeo in subsection 3.2.3 and then those subpatcnes
should be tested for inclusion.

After all patches wholly or partially contained in the FOV have been
located, the parts of polygonal objects outside the field need to be
clippeo out. That is, some objects may be partially in the FOV. So as
not to waste time processing points that are not to be displayed, these
oojects are clipped at the borders of the FOV.

3.1.6 Resolution

A 600 FOV on a screen of dimensions 1024 x 1024 pixels is assumeo.
This is one-sixth of the data we have stored in the fast FOV memory. For
the vast majority of cases, this is sufficient for sharp, clear imagery.
A further increase in apparent resolution is obtained by the
anti-aliasing methou. Leler (1980) describes this perceptual effect in
some detail. The image generation system has been aesigned to meet
visual resolution standards ano is more than aoequate for the less
resolute IR ano LLLTV sensor simulations.

3.1.7 Image Mapping

This subsection aiscusses the applicability of a spherical display

surface oesigneo to achieve a constant resolution over the entire
oispiay. Lomparec to a flat display surface, a spherical surface can
ostensibly reouce the system cost by requiring fewer total pixels.
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Consioer the three cooroinate systems illustrateo in Figure l;
kXw,Yw,Zw) are the stationary worlo cooroinates, (X,Y,Z) are
"parallel" coordinates with axes always parallel to worlo coordinates ano
with origin at the pilot's eye, and (Xe,Ye,Ze) are orthogonal
cooroinates with the same origin, but with axes orienteo so that Z
pierces the screen center ano Xe ano Ye are, respectively, parallel
to the vertical and horizontal screen borders. The eye coordinates and
screen are detaileo in Figure 12. Note that screen cooroinates are given
by the two angles e ano t.

Given a point (P) in world cooroinates, its parallel coordinates are
X = Xw - Ox Y = Yw - 0y Z = Z w - 0z

wnere Ox, Oy, Oz = origin in world coordinates.

In eye cooroinates, (P) is given by

Xe = (Xe,X)X + (Xe,Y)Y + (Xe,Z)Z
Ye (Ye,X)X + (Ye,Y )Y + (Ye,Z)Z
Ze = (Ze,X)X + (Ze,Y)Y + (Ze,Z)Z

where kXeX) = cosine of the angle between the Xe ano X axes,
(XeY) = etc. Note that these direction cosines are constants over
the entire frame, indepenoent of the value of P, ano are recomputeo
each frame time.

ye
(oP) 00

xOle

XW

Figure 11. Image mapping coordinate systems.
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Figure 12. Spherical screen coordinates.

Finally, the screen coordinates (e, ) are given by:

(Y2 + 21/2 Z

=tan -1e e tan -1 e
Xe7e e

Screen oepth can be approximated by Ze; no radius is necessary.

To avoid excessive computation time, both the arc-tangent and the
square root should be determined by table look-up and linear
interpolation. Unfortunately, the square root must be taken over a
wide range, making linear interpolation inaccurate. If the
square-root term is slightly inaccurate, then the arc-tangent will
only exacerbate the problem. Since the (e, ) coordinates must be
quite accurately oetermined (within 1/5 pixel x 1024 pixels), the flat
screen perspective transformation should be used instead.

3.1.8 Occultation

In the AVSS system proposec here, the resolution of priority conflicts
is cone by using a depth or distance buffer, or a z-buffer. This is
cone so features nearer the viewpoint properly occlude features
farther away. A frame buffer holds the intensities of display points
as they are generate. The depth buffer stores the distances of these
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same points anG resolves priority conflicts Oy Keeping Otn the
intensity ano uistance of oniy tne nealest point vnen conflicts
iccur. A conflict occurs when two terrain patcnes or ocjects project
to the same position in tne screen space. See Appenoix A for a
oiscussion of other occultation techniques.

The oepon or uistance useo in the conflict resolution wili be ze
rather tne z.. briefly, ze is the oistance of a point from the
uoserver's eye ano z. is a point's oepth in the screen cooroinate
system. Using ze for comparison, tne values can occur in a oroao
fange. Using zs, the values are normalized between zero ano one.

This approach is somewnat high-speeo memory intensive. Items that
must oe consioereo here involve the amount of memory required ano the
memory iayout.

Tne memory requirements are two frame buffers for intensity plus one
frame buffer for the z-ourfer. The calculation for tnis is:

i. Frame Buffer Memory
2 * 3 colors 8 bi s/color * 1024 * 1024 * 3 (anti-alias) = 19
x 106 bytes

2. z-ouffer
1024 x 1024 * 24 bits (range) * 3 (anti-alias) ' 10 x 106
bytes

The total is 29 Mbytes of high-speeo memory.

At this point, the system might time out unless some novel techniques
can ue useo to get the oata. For instance, on a low flight
simulation, a large number of z-buffer tests will be maoe. More areas
can be occluDeo as one gets closer to the ground with this simulator.
The number of perspective transforms remains roughly constant.

For readout, the intensity memory can be a well-established bit plane
structure using dynamic Ranoom Access Memories (RAMs). During the
intensity calculation, a buffer might be needeo between the intensity
calculation ano frame buffer. For example, the screen space coulo be
oiviaeD into vertical segments, each 16 or 32 pixels wide. Then the
Duffer mentioneo would be approximately 300 kilobytes (Kbytes) of
nigh-speea static RAM ksee Figure 13).

A oenefit of the z-buffer approach is that when the frame is
oisplayeo, the oistance to each pixel is available for intensity
mooification oue to haze, fog, or cther atmospheric attenuation.
Furthermore, no sorting is required (as in scan line algorithms), no
ambiguities occur, and the constraint on resolution is the z-buffer
size rather than the quickness of a sort in z.
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Figure i3. Frame buffer implementation.

3.z IMAGERY CHARACTERISTICS

Tne most important area to be covereo in the AVSS approach is imagery
characteristics. The system oevelopeo as part of tnis study has the
capabi.lity to produce imagery of much higher quality than that
avaiiaoie with conventional eoge-based systems. The general
requirements are in regard to

1. Tonal computation

2. Texture

3. Terrain ano hydrographic features

4. Cultural/feaLures

5. Shaoow

6. Special capabilities/considerations

3.2.1 Tonal Computation

In the AVSS concept, it is oesired to generate imagery in the visual
sense out also imagery from IR ano LLLTV from the same oata base.
Each of these systems is considereo in the following order: FLIR,
LLLTV, ano visual. The primary oifference among the three systems is
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tne conai cifference in OiacK-to-wnite intensity or cocr cue to the
specific stnsor cnaiacteristics. nence ne major prociem is in the
oata oase preparation ano not in the perspective suuoivision or
reai-tile area. however, tne intensity caicuiatlon viii ce affecteu
5y attenuation factorF

3. .i.i FLIR--The mooei for IR imagery requires that the temperature
ano emissivity oe knovn for eacn ocject ano material to ce cisplayec.
uiven cnis information, tne FLIR sensor output can be caiculateo. The
total energy receiveo at the cetectors is the sum of ali the
contributions from the scene witnin the element's projection on the
grouno. The intensity is computeo oy aivioing the raciant energy by
pi.

The next step in the calculation is to compute the irraoiance at the
sensor aperture. irraoiance, H, is cobtained by oivioing the raoiant
intensity, J, by the slant range squareo ano multiplying by an
atmospheric attenuation factor:

H = (e-aR) 3/R
2

The atmospheric attenuation factor, e-,R, mooels the effect of the
atmospnere on the irraoiance. The attenuation coefficient, t, is a
function of tne environment ano the sensor wavebano.

Finaliy, the calculation is completeo by multiplying the irraoiance by
thne

2area of the sensor aperture (7T00/4) ano the optical efficiency:
0o

P=T H

Note that this analysis assumes that the temperature is known. It
oepenos on the time of day, sun raoiance, clouo cover, moisture
content in the backgrouno, and other factors. In oroer to generate
the images in infrarec, a mooel will have to be chosen ano the effects
of that model will appear in the simulation. Also, a lot of
information must be adoeo to the oata base.

3.k.1.2 LLLTV--Tne low light level systems in use tooay are the
silicon vioicon ano its oerivatives ano fiber-optically coupled
singie-oiooe, oouble-dioOe, oT micro-channel image intensifier
systems. The simplest oevice is the silicon vioicon, which has a
response extenoing into the near-infrared, especially when used with
tungsten lighting. An object is seen against its backgrouno because
there is a refiectivity oifference causing contrast. The wavelength
oepenoence of the contrast is oetermineo by the materials involved.
However, no one material can be characterizeo by a single reflectivity
curve, so materials are usually characterized by their average
reflectivity.
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Several parameters must ce consioerec iF tne generation of tne LLLTV
imagery. A few of tnese are the intensit y of tne iilumination failing
in tne scene, one intensity of one :luminaton 3ue tc) scattering, tne
atmospneric attenuation, ano tne reflectivity.

As tne lignt level increases, the contrast in LLLTV oecreases ano it
oecomes increasingly aifficuit to pick out the areas of interest for
cues.

3.L.i.3 Acnromatic Intensities in the Visible Spectrum--Each flat
surface element in an FOV requiies an intensity value. This applies
ootn to cultural fiat surfaces representing houses, factories, etc ano
to the small flat quaorilaterals useo to approximate curveo terrain.
This suosection will oescribe the methoo of applying intensities to
computer-generateo surfaces.

The most general real-time illumination mocel inciuoes both specular
ano oiffuse terms for the light reflecteo off a surface. The diffuse
refiecteo intensity is given by:

I D = 1A + RD max (0, N .- )

where

ID = diffuse intensity

1A = amoient intensity

RD = oiffuse reflectivity

N = surface normal (normalized)

L = sun/moon oirection vector (normalizeO)

Tne oot proouct must be tnresholdeo at zero because of non-physical
negative N .t values when the surface is facing away from the sun.
Diffuse reflectivity is a function of the surface material and is a
constant provioeo off-line. Ambient intensity is the intensity a
surface will have in shadow. Thus it is a function of the weather,
illumination source, ano surface material, ano is a constant provideo
off-line.

For the vast majority of intensity calculations (including terrain
surfaces), the oiffuse term alone is aoequate for purposes of
realism. For a few isolated objects, however, specular reflections
are quite important. The specular component of the reflected
intensity from a surface is given by:

-L + E

I3= Rs max (0, (N. H)); H - .
IL + El
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*reze

IS = specuiar intensity

Rs = specular reflectivity

c = shininess coefficient

L = sun/moon oirection vector

= viewing airection vector

Specular refiectivity ano the shininess coefficient are
surface-aepenoent, assignea off-line. ris tne vector oirecteo from
tne surface element to the viewer's eye, which must be recomputeo each
frame time.

Tne final factor in the intensity computation is the atmospheric
attenuation with distance. The attenuation coefficient is
waveiength-oepenoent and can be aojusteO for other spectral regions.
The final intensity equation for an achromatic surface is:

1( = (IL + 1s) e- r + IB 1 - e-ar)

wnre

ID = "observeo" intensity of surface element

18 = oackground (sky) intensity

a = attenuation coefficient

r = slant range (oistance from observer to surface element)

3.z.i.4 Color--There is an abundance of theories relating human color
perception ano methods for prooucing color images. An HSV color space
methoo is useo here, for two reasons:

i. The oata base must be enhanced to make accurate color
pictures. This means associating some sort of color
information off-line with terrain ana cultural object
surfaces. The HSV space is consistent with intuition ana
therefore tenos to minimize errors ano proceoural confusion.
Hue is the oimension normally oescribeo by aojectives like
reo, green, purple, etc; that is, it is what the layman
calls color. Saturation is a measure of the oeparture of a
hue from achromatic, that is, from white or gray. For
example, reo is more saturateo than pink. Value measures
oeparture from biack, ano for purposes of this report is
equivalent to intensity as oescrioeo above.
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2. The simulation of shacow and atmospheric effects must be
incluoeo. Both of these can be nandled by the general
equations:

Ho = H e-ar + t(l - e-ar)

Vo = VL . Se-r + VB(1 - e-,r)

So = S . e- xr + SB(l - e-ar)

where

H',S = hue and saturation of object surface on a (0,1) scale;
assigneo off-line

VLS = value (intensity) of surface in light or shadow
(L,S) computed each frame time

HB,VB,SB = hue, value, and saturation of sky (depends on
weather; assigned off-line)

The above formulation allows a simple weighted average among all quantities.
This should be compared to the obscure problem of dealing with haze, say, in
RGB space. Note that e-(r is to be computed once per polygon surface
element.

Ze can be used in place of "r" as a time-saving approximation and will not
be too inaccurate because the FOV is 300 on either side of the Ze axis,
ano Z = r fq r large Ze, where atmospheric effects predominate.
Finally, e-a e can be determined by table look-up.

To summarize:

Information stored H,S,IA,RD,RS: Surface element
off-line; accessed hue, saturation, ambient intensity,
for each surface diffuse and specular reflectivities.
element each HB,SB,VBla,L: Sky hue,
frame time saturation, value, attenuation

coefficient, and sun/moon direction
vector.

Information computed N,E,Ze = r: Surface normal vector,
each frame time for eye vector, and distance from eye
each surface element to surface approximated by Ze.
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The above values are usea to determine the final hue, saturation, ano

value of each surface element; Ho, S, Vo; where:

Ho = H . e-cZe + HB(l - e-a~e)

So = S . e-OZe + SB(I - e-ae)

Vo = VB (1 - e-ae)

+A+ m (m 0, + RS max(, N +-)] e-Ze

L I O Ni L IL El
For display with a device using the usual RGB color cube, Ho, So ,
ano Vo neeo to be convertea to RGB space quantities. The algorithm
for this was published by Smith (1978):

H' =6 . H0

I = floor (H')

F =H' - I

N= Vo (I - SO )

N = Vo(l - (So . F))

K = Vo (1 - [So  (1 - F)])

Then switch on I into

Case 0: (RG,B) = (Vo,K,M)

Case 1: (RG,B) = (N,V0 ,M)

Case 2: (RG,B) = (M,VoK)

Case 3: (RG,B) = (M,N,Vo )

Case 4: (RG,B) = (K,M,Vo)

Case 5: (RG,B) = (Vo,M,N)

where

1. Floor (H') is the integer just less than or equal to H'.

2. Only one case is executed on the switch statement.

3. (Hot, So, Vo ) and (R, G, B) are normalized on the range
0 to 1.

To do these color operations on a computer would require 13
multiplies, 13 adds, one divide, one square root, an integer
operation, and an exponential multiply. For real time, a parallel

pipeline organization will be usec. At present, a block diagram is
shown in Figure 9; the only item not shown is the Switch on I logic.
The number of channels of this architecture has not been determined.
The intensity calculation will have to be done on approximately 5 x
106 polygons for the mission area to be considered here.
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3.2.1.5 Other Possibilities--The cot product for the intensity..
calculation must oe normalized; that is, in -". !, both Jq'ano L
ust oe unit vectors. Since L can be made a unit vector off-line, the

ciffuse intensity can oe written as:

ID = A + max , where INI = (Nx2 + 2+ Nz2

N is determined for each surface element each frame time and adds
negligible expense. Because finding Iii is computationally
expensive, and there is no known simple and accurate approximation of
it, this should be investigated in more depth before the above
intensity model is adopted.

A further possible intensity model is one in which only certain
special sun positions are allowed. For example, with a sun at 450
altitude in the northwest, Horn (1979) determined the intensity of a
surface approximately with the following simple linear formula:

I(p,q) = 0.4285(p - q) - 0.0844 Ip + q1 = 0.6599

where

p = slope in East-West direction

q = slope in North-South direction

Since p and q may be easily obtained in a recursive process of
subtracts and adds, this model would be very quick. Future efforts
should pursue a more flexible process. Perhaps similar linear
formulas can be manufactured for arbitrary sun locations.

3.2.2 Texture

The simulation of terrain and object textures is an especially
important task with respect to training effectiveness. It is clear,
for instance, that a single tone surface representation alone gives
the pilot no indication of distance. Furthermore, the movement of the
edges of such regions over the pilot's FOV appears to provide
inadequate depth information, judging from the failure of current
systems to accurately simulate low-level, high-speed flight.

Although Gibson (1950) qualitatively demonstrated the importance of
movement parallax in the ability of trained pilots to land aircraft,
very few quantitative studies have been made. Of these, perhaps the
most revealing is a theoretical analysis of the mathematical and
visual invariants in movement parallax by Koenderink and van Doorn
(1976). In the conclusion of their analysis they state that time
change of texture density conveys information about orientation and
distance.
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Fuxter support ror Lne contention tnat texture is important as a
uistance cue, especially for nearuy oUjects in iow-level flight, is
fuunu in dajcsy, Frieoman, ane Sloan (i976). In tneir aostract they
state tnat texture graoient gives a qualitative value for distance.

Thus it appears that in a moving environment, realistic changes in
textuie pioviue wistance ano orientation information. This conclusion
nas serveu as the primary motivator in the oesign of an appropriate
texture jeneration algorithm.

,.z.L..± Terrain Texture--Our primary texture generation methooology
is un extension ot tne fractai Lecnniques intioouceo by Manoelbrot
i57/) ano oeve±opeo oy Fournier ano Fussell (1980) ano Carpenter

(l>bO). The metnoos of these authors represent natural irregular
ocjects ano terrain by mooeling them as sample paths of stochastic
processes. The particular stochastic process is calleo "fractional
Brownian motion." The implementation of fractal texturing a.lows
computing tne surface to arbitrary levels of oetail without increasing
the oata oase. Therefore, the simulation will result in a continuous
change of oetail ano texture density for all flight paths.

In acoition, Fournier's technique ensures that macroscopic texture
features wil. remain ioentical while finer oetails in the texture
change, preserving ooject or texture ioentity. This occurs because
nis methoo requires seecs for ranoom number generators. These seeOs
are inkeo to patch corners to assure coherence across patch
bounoaries within a single frame, ano the seeds oo not change from
frame to frame. This means that surface perturbations at patch
corners are fixed. Interior perturbations are computed by recursive
suboivision, using the result of the previous subdivision as the seeo
for the next point. Thus, if the subaivision level for a patch is not
cnangeo from one frame to the next, the surface perturbations are
ioentical. But if the level of oetail does change, the larger
perturbations are maintainec ano only the finest perturbations are
aitereo.

Off-Line Generation of Texture Labels--Preparatory to real-time
texture generation with fractals is an off-line proceoure which begins
with a list of DMA perimeters of areas oesignateo by oifferet surface
mateiia± categories SMLs). The proceoure enos with each
±10-meter-square area (loosely calleo a patch) in the mission area
oeing assigned a texture cooe. Part of the off-line generation is
ueriveu from trauitional chain cooing techniques, Rosenfelo ano Kak
1976), ano the rest is a Honeywell aooition. A broao outline of' the
off-line texture label proceoure is oiagrammeo in Figure 14; a more
oetaiieo narrative oescription follows:
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i. The culturai part of the DmA sata uase provioes lists of area
perimeters, wnere eacn iist contains ciockwise-oroereG x,y)
cooroainates of severai points serving to outiine the area.
The cooroinates are in iatituoe ano iongituoe offsets from a
reference point. The DMA notes that the boroer aefinition is
not guaranteeo to close if the region boroer extenos beyono
the manuscript eoge. Testing for closure ano correction
takes place immeoiately after the construction of a chain
coue boroer representation.

2. Chain Cooe uonstruction: Figure 15 illustrates an example of
a perimeter aefinec by a small number of points. To chain
cooe this perimeter, an artificial grio is constructeo on the
same scaie as the DMA elevation oata base, so that each
corner in the artificiai grio falls in the center of each DMA
terrain patcn.

Starting with the first (x,y) point in the list, traverse the

perimeter clockwise ano at each intersection of the perimeter with a
grio iine, oetermine the nearest grio corner. in Figure 15, the first
such cornei is at A, the secono is at 8, etc. The cnain cooe itself
is an eight-oirectional coce which specifies the oirections between
successive grio corners. For exampie, in going from A to B the cooe
is 0, from C to D it is 1; ano from H to I it is 4.

Reounoant information from successive intersections giving the same
corner is excluoeo. For instance, near the corner I there are two
intersections; the secono intersection is ignoreo.

Finally, singularities in the coce must be removeo. In our example, a
singularity exists where the nearest corners are successively F-G-F,
Leacing to a chain cooe of 73, a line segment that reverses
uirection. Any time opposite chain cooe number pairs (40, 51, 62, 73)
occur, they will be excluoeo.

Once the final cnain cooe is constructeo, it can be testes for closure
oy the following rule, which applies to chains of arbitrary length:

Rule for Closure: If nI + n2 + n3 = n5 + n6 + n7
ano n3 + n4 + n5 = n7 + no + n, are both true,
then the chain (ano bounoary) is closed; where ni = number
of chain coce numbers (i).

(Note that throwing out opposite chain code number pairs leaves the
above rule intact.)

Intersection Procedure--The determination of grid line ano
bounoary intersections used for chain cooe construction is
accompiished a line segment at a time. Each line segment is specified
by its two enopoints. Knowleoge of these enopoints allows the
specification of all horizontal ano vertical grid lines which will be
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intersecteo by tne line segment. Explicitiy, given the enopoints
PI, P2 = (Xl,Yi), kx2,y2), tnp vertical grio lines
intersecteo by the segment PiP 2 will e:

X Ki + K4 in)

X Ki + K2(in+l)

X Ki + K2(in+2)

etc

wnere K1 ano K2 are constants ano in is some integer value such that
X falls betwaen X1 ano X2 .

Similarly, the norizontal grio lines intersected by PIP 2 are given
Cy:

y = K3 + K4(im)

y = K3 + K4(im+i)

etc

where y fails oetween yi ano Y2.

it is essential that the intersections fall in an oroereo sequence
progressing from P1 to P2, so that the chain cooe makes sense.
Because the intersections all lie along a line, they can be sorted
accoroing to ascenoing x values when x2 > xI ano descenoing x when
x2 < xi. Also, because the number of intersections is usually
quite small ( <50) in terms of sorting, and the x ana y lists are
closely interleaveo, a merge-sort which is approximately (n log n) in
time will suffice. Once the oroereo intersections are obtained,
nearest grio corners can oe computed oy simple compare operations.

Bounoary Points ano Patch Corner Designation--Once the chain cooe
for a perimeter is established, it can be used to determine what are
calleo "boundary points" and these can be used to determine texture
iabels. The proceoure can be understood by stuoying the example in
Figure 16. The heavy line represents the perimeter drawn from the
cnan coce in the previous figure.

Patch corners are rapi,senteo by x's in Figure 16 ano they fali in
yriu centers. Whac must oe known is just which patch corners are
insioe the perimeter. For convenience, patch corners which fail on
oiagonal perimeter line segments are counted as interior poinLs.

The procedure is to first obtain bounoary points P1, P2, P3, P4, P5,
ano P6, which occur on vertical or oiagonal boundary segment
miopoints. This can be easily accomplished with a starting (x,y)
cooroinate ano the chain cooe. These points are then sorteo
twice--first in y, then in x--to obtain the lists shown in Figure 16.
The final list is grouped in pairs (P ,P2), kPO,P 3), ano
(P5 ,P4). All patch corners with x values falling vetween these
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pairs are counted as being inside the perimeter. The result is a list
of patch corners which nave the texture designation of the perimeter's
SMC coce.

it snouio oe noted that this metnou always has boundary point pairs

ano not single bounoary points oecause patch corners failing on
ciagonais are counted ano because singularities are eliminated curing
the cnain coue construction.

Texture Laoels--Once all patch corners in the mission oata base
aie assigned texture laoeis, patch corners can ce taken four at a time
to inoicate wnether a patch is all one texture or partly two. if all
four vertexes have the same Label, the corner labels are oiscaroeo ano
zhe patch receives just one lacel designating its texture. During the
missiuon simulation, the label is usea as a pointer into a fractal
lookup table, allowing it to be texturec.

if one, two, or three vertexes have one texture label ano the others
nave a different label 'or none), the corner labels are savec for each
patcn, ano the patcn is given the special title "texture border patch."

One final off-line proceoure is necessary. Every patch corner with a
texture iaoel is assigned a random integer x, where -) Lx 5. It is
essential that this be cone to the patch corners before they become
part of a patch tree structure, so that four patches sharing one
corner also share the same ranoom integer assigned to that corner, ano
so tnat fractaieo terrain appears continuous.

3.2.2.2 Real-Time Terrain Texture Generation--Ouring the mission run,
patches that have a single texture label will be textured by the
fractal subdivision method described below. Each texture will have a
pointer into a specific fractal lookup table. Thus, for instance,
water ano marsh will oe represented by two different lookup tables.
Tie number of lookup tables will equal the numoer of textures, except
for special cases like snow under certain weather conditions, which
will simply be assignee a high reflectivity. A particular advantage
of this methoo is therefore the low storage required.

Fractais--Tne usage of the term "fractais" is much uroacer than
tie original meaning. Manoelbrot (1977) intencec fractais to stano
for self-similar statistical functions wnich were nowhere
differentiable. In a strict sense, the definition usec here refers to
partly differentiable statistical functions which are not necessarily
seif-simiiar. However, a less prosaic ano more useful definition is a
computer-generatee surface or curve which employs linear recursive
subdivision ano an LUT.

A typical fractal LUT appears in Figure 17. It can be usec to
generate either fractal curves or surfaces. The proceoure for
generating a fractal surface consists of generating several fractal
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-5,5 4 -3 -2 -1 0 1 2 3 4

-5,5 -3 0 1 2 -l 3 0 -1 2 -3

4 -2 -1 0 2 1 -2 4 -1 -1

-3 -3 -1 -2 -3 -1 - -2 -

-2 -1 -1 - -4 -2 -3

-1 4 -4 -1 -1 4 -1

0 -2 - -4 -5 -1

1 -5 -0 -1 -2

2 -1 -2 -1

3 -2-0

4 -1

Figure 17. Fractal look-up table.

curves in parallel and combining them. The procedure for generating a
fractal curve along a patch edge is outlined below. Each step >3 in
the outline will have a numerical example which follows the LUT in
Figure 17 (steps 1 and 2 have arbitrary numbers).

1. Start with the two endpoint elevations of the patch edge:
(0,0)

2. Ado to these corner elevations the ranoom numbers assigned to
the corners off-line: (-1,2)

3. Using the new eievations, find the midpoint value:

0 + (-1) + 0 +2
2 =1/22

4. From the LUT read out the matrix value corresponding to the
row-column pair: (-1,2) = 1 (Note that (-1,2) act as seeds)

Ao this value to the midpoint to create a new midpoint
elevation: 1/2 + 1 = 1-1/2

6. If only two segments are needed for display, then their

elevations are given at their endpoints: (-1, 1-1/2, 2)
Ei, EM, E2

7. Seeds used to generate these elevations are always stored
with the elevations:
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[ EiSl) (EM,I) ,E 2 ,Sj)j=Z-i,-i), (i-1/2,!), (2,2)]

0. Suouivioing tne left section requires tne seeos (-1, 1) for
vnicn the correction factor is one. Steps 3-7 are continuec
recursively uown to any level oesireo. At eacn step, the
currection factor can ue oivioec by some integer power of
two, so that at a high level of aetaii extremely high slopes
are avoioeo. in general, wnen tne integer power equals the
ievei of suooivision the fractal curve will oe self-similar.
However, other rules can be useo to generate arbitrary
textures, including substituting ausolute values of
correction factors for the correction factors at given
socuivision levels. Also, oifferent kinos of LUTs can be
constructeo (tne one used in tnis stuoy consisteo of numcers
ranging from -5 to 5, with a Gaussian distritution aCout a
mean of zero; a Gaussian distrioutLon may not ce necessary
for many textures).

Fractal surfaces are easily formeo by constructing fractal curves for
each patch eoge ano diagonal. For instance, to suuoivioe a patcn
unce, the proceoure wouio be: Given corners A,E,C,D ano in clockwise
oroer tne ecges AB, BC, CD, DA; fino miopoints ano correction terms
for each eoge, ano fino the miopoint ano correction term for tne
oiagonal AC. These five miopoints plus the four original corner
points designate four new subpatcnes.

Reai-Time Terrain Texture Boroer Generation--Recall that some
patcnes will ue labeled "texture boroer patches" off-line because some
of the patch corners nave one texture label and the other corners have
another iauel. These patches will be treateo with a fractal
subdivision method analogous to that just presented, but in a more
aostract way. The purpose will oe to construct a raggeo-texture
oorder about an area of homogeneous texture. This aids in realism, is
relatively inexpensive, and perhaps most significantly, reouces the
number of straight edges ,hence aliasing) in the simulation.

Tne idea central to the construction of a rough-texture boroer is to
create a series of interconnecting patch boroer segments. Thus, each
patch boroer segment must meet two requirements:

i. The boroer segment is rough ano statistically similar to all
other border segments.

2. The boroer segments are continuous from patch to patch,
giving the appearance of one continuous, closed ooroer.

both these requirements can be met by the application of fractal
suocivision to texture border patches. As a heuristic aid, consioer
tne ooroer patch in the top of Figure 18. Each corner has a
particular texture label ano a particular random integer x, where -5L
x _ 5. These labels ano numbers will serve to generate three fractal
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G = GRASS TEXTURE
TEXTURE LABEL
BORDER
PATCH R =ROCK TEXTURE

LABEL

R,-2 G,O

BORDER

ROCK GRASS

- - - . . I

PATCH BORDER SEGMENT

Figure 18. Boraer patch subaivision.
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s~rtaces 1n para..ei corresponuing to the one patcr. One surface will
SL,:e draSS :Urface ano the secono a EOCK surface, cocn crealeo
:uOugn not necessaxiiy oispiayeo over the entire patcn. The tniro

rracta. surface is not oisplayea, it is constructeo Nitn so-caliec
"talse eievations" ano is used only to oelimit the coroer oetween
grass ano rock surfaces. This is accomplisneo by assigning a zero
faise elevation to one texture label ano an elevation of 10 to the
otncr it coes not matter which is which as long as it is
consistentL). Acoing fractai perturoations to this tiiteo surface

curing fractal subdivision will sometimes result in suopatches with
corners having elevations >5 and at other times <5. In the former
case see Figure 18), the subpatch corner is oesignatec with an R =

rOCK 0ooe ano in the latter case, a G = grass cooe.

it is important to note that the level of suooavision of all three
patcnes is always the same, but that eacn patch has its own fractal
iOoK-up taoie, so that the initializeo ranoom integers shareo by the
tnree patches proouce three different textures.

Two reai elevations are computeo and availaoie for each subpatch
corner. Depenoing on the false elevation value, one of the real
eievations corresponoing to one of the textures is chosen. When these
eievations are eventually used for display, suOpatches containing
corner elevations from both textures will have intensities assigned
accoroing to an average of texture reflectivities ano hues, or just
one oominant reflectivity ano hue; the final arbitrator will be
visual tests of DMA texture boroer pairs.

it should be noteo that even when a patch or subpatch has elevations
from oifferent textures' LUTs, surface continuity is preserveo; that
is, no gaps appear. Furthermore, the LUT used for border construction
may leao to vastly different boroers depending on the nature of the
LUT. Some LUTs may lead to fairly smooth, curved borders, others to
extremely ragged boroers. Many will leao to splotchy borders, which
consist of many small, isolated clumps of one texture that gradually
evolve into clumps of the isolateo aojacent texture, so that no
oistinct border exists. This last case is controlleo by the choice of
the initial false elevation, which neeo not be 10 (ano is quite
arbitrary), oy the LUT structure, and by the oivision factoi for each
level's fractal correction term. Finally, ano briefly, the very rare
cases wnere three or four textures fall on one patch can be treateo by
aooing aooitional false elevation patches computed in parallel, or by
arbitrarily eliminating them ouring the off-line preparation.

Texture Boroer Smoothing--In some isolated cases realistic boroers
will oe gradual rather than oistinct; for example, marsh to water.
These cases can be treated by a more sophisticated boroer algorithm,
in whicn the values of false elevations are used as weights to apply
more of one texture than another. Thus, adjacent textural hues,
saturations, ano reflectivities coulo merge gradually according to the
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rase surface eievations. Tnis pioceoure would consume little time
uecause of its iso±ateo app±ication anu so it is excluoeo from an
2perations analysis.

Texture miapping--Storing a file of an image and mapping it to a
surface is a particularly easy way to texture both terrain and
cultural ooject surfaces. For application with terrain patches which
can be projected to screen space at arbitrary levels of subdivision, a
tree structure is required to store the textural image at many levels.

There are two defects to this technique: 1) for large areas it
requires tremendous storage, and 2) only a finite amount of detail can
be stored. As a consequence, close surfaces will appear blocky--or if
averaged or smoothed, unrealistic and blurry.

On the other hand, for large areas requiring large-scale texture only,
texture mapping is recommended. The best example of this circumstance
is where large rectangular agricultural areas are present. In such a
case, a patch or even several patches will be assigned a certain hue,
saturation, and reflectivity to simulate the crop grown there. These
assignments must be made off-line on the basis of photographic/
statistical information for the regions in question. No specific
methodology is suggested here.

Texture mapping is best applied to certain objects. For example, a
roof of a house can have a small texture map with few branches in its
tree oecause the house is inevitably only a few pixels or tens of
pixels across. Such maps can be accessed for many objects
simultaneously; for example, a hundred houses in one FOV would have
pointers to only one texture map. Thus storage is minimized.
Finally, texture mapping to cultural surfaces should only be attempted
if aosolutely necessary for pilot recognition.

Video Texture--At the time of this writing, video texture
techniques have been tested successfuliy in a non-real time mode at
Honeyweil, but it is not known whether such techniques can be applied
in real time at a reasonable cost. Studies are currently under way to
answer this question. Assuming that video texturing techniques are
feasible, they have the following potential applications:

1. The distant sky can be represented by a rotated, translated
photograph representing any sky condition, including night
skies with real star positions.

2. Individual objects can be modeled by rotated, translated, and
magnified photographs of the objects themselves. A single
tree, for example, could be represented by two photographs:
a sioe view and a top view. One view would gradually
metamorphose into the other (fade in/fade out) as tne pilot's
orientation above the tree changed.
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3. Surfaces uf large extent can be synthesized. For exampie, an
entire sky of clouos woulo oe generateo by a perspective view
of one photograph. Similarly, terrain roads coulo be
overiaio on the terrain surface by mapping a perspectively
correct roaG image to the simulator screen.

3 .z.2 .3 Texture Off-Line Operations--

i. Determine Perimeter-Giio Intersections:

a. Uiven segment enupoincs, fino slope, intercept: 3s*, ic, lm
per segment x N; N = number of segments in a perimeter

o. uetermine horizontal ano vertical grid lines which wiii be
intersected: 2P compares, where P = length of perimeter in grid
units

c. Fino perimeter-gri intersections: (2m, 2a) x P
o. Sort intersections (merge): P compares

2. Determine nearest gri corners: 2P compares

3. Form chain cooe: 2P compares

4. Remove singularities: P compares

5. Check for closure: number of adds roughly = 2 numoer of
entries in chain code list 2P aos.

6. Fino oounoary points (easiest way is to save coordinate pairs
from step 2 ana find midpoints according to chain code) (la,
i shift x 2 per bounoary point x number of bounGary points
Pa, Ps

7. Sort (x, y); quicksort on two keys: n log n x 2 compares
where n P

6. Designate texture for patch corners: 1 operation (aoo) per
patch corner x number of patch corners = area of textured
region x la

9. Assign texture labels to patches: 3 compares per patch x
area of texture

i0. Assign ranoom numbers to patch corners: I assign per vertex
x area of texture

Witn a textureo area of perimeter P, area A, ano number of perimeter
segments N, tne total number of operations is:

s = suotract, m = multiply, a = ado, d = divide
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.)N Su'tractS
ii Jiviues
N 'Muitipiles

6P + zP log P compares
6P aoas + P shifts
4P multiplies
P snifts
A aacs
.A compares
A assignments

Equating computation times for compares, aoes, assignments, shifts,
ano suotracts to 0.3b psec, multiplies to 11.2 psec, ano Qivioes
to 14 psec, the amount of time requireo is:

i.9A psec + 26.34N .sec + 0.76 psec .8P + P log P) + 22.4P Usec

A typical textured area might be several kilometers in extent, for which
the following is chosen:

A = 5 km2 = 500 in 100-meter size units
P = 12 km = 120 in 100-meter increments
N = 15 segments

The off-line time to compute textural information for one area is then:

500(1.9 x 10-6) + (26(15 x 10-6) + 0.76 x 10-6(960 +
120(2))
+ 22.4 x 10-6(120) = 5 x 10-3 sec

Thus for a mission oata Dase containing even thousands of textures,
the preparation time is brief.

3.2.z.4 Real-Time Operations to Produce Textureo Surface
Patches--Aooing fractaleo texture to a surface patch involves a
recursive subdivision procedure. Each subdivision requires:

5 table look-ups
5 snifts times approximately 106 subdivisions per frame
10 acos

Fractal subdivision architecture is described in Figure 19.
Alternative texturing techniques are oiscusseo in Appeoix B; the
question of using image space vs object space is discussed in Appendix

3.k.3 Terrain ano Hyorographic Features: Surface Representation

The purpose of the Honeywell-Catmull algorithm is to create a
parametrically-oefine, continuous, curvea surface which closely
follows the discrete terrain elevation samples in the DMA oata base.
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Figure 19. Fractal subaivisioi architecture.
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1-ne 3ata uase gives aievations at uniform gric intervals. Estimates

or inteivening eievations are neeoeo for two reasons:

1. To compute tne perspectively correct screen position

Z. To compute the surface normal, whicn is useo in tne
iilumination mooel to compute intensity

The methoo for estimating the intervening elevations is essentially
Latmuli's (1974) methoo. He fits a oicubic spline surface to the
sample eievations.

It is quite time-consuming to oetermine elevations from
straightforwaro suostitution into a bicuoic equation, so Catmuil
ueviseo a fast technique which recursively oivioes patches in half in
iatLituue ano longituoe ano finos the elevations by a ciever
combination of aoa, subtract, ano shift operations. Remember that the
reason for suboividing is to get an elevation estimate for a
uispiayaole piece of the terrain.

3.2.3.1 Methoo Outline--

I. Just as a flat surface can be constructed from many contiguous
rectangles, define the entire curveo terrain surface as a
collection of many contiguous, curved "surface patches."
(Technically this is called a spline surface.)

I. Prepare the surface patches so that they can be divided into four
subpatches; as can each subpatch, recursively; oown to any level
necessary.

Ill. Each frame time, patch vertexes are perspectively transformeo to
the "screen space" of the pilot. (A "winoow" which corresponds to
this screen must be constructed; see Figure 20).

IV. A rectangle is constructed to enclose the patch vertexes. The
rectangle iies in a plane defined by the screen cooroinates (xs,
ys, zs = 0); see Figures 21 ana 22.

V. If the rectangle for any patch is pixel size or smaller, the pixel
associated with the rectangle is given an intensity which oepends
upon the relative patch, pilot, ano sun orientations, in aooition
to the texture ano shaoow assigned to the patch.

VI. If the rectangle is larger than pixel size, the corresponding patch
kin worlo cooroinates) is oivioed into four subpatches. Each
subpatch vertex then unoergoes a perspective transformation to
screen space, with rectangle tests ano suboivision occurring
recursively until all rectangles are approximately pixel size.
These tests occur each frame time.

Vii. When the orientation of a patch or subpatch surface is facing away
from the pilot, the patch or subpatch is oiscaroeo.

VIII. When the enclosing rectangles of two patches overlap, the area
closer to the pilot is displayed.
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AIRCRAFT
POSITION VIEWPOINT

YS WINDOW (SCREEN COORDINATES XS, Ys. ZS 0)
Y WINDOW (SCilEEN OR

PROJECTION OF TERRAIN
- - PATCH ON WINDOW

- / 'TERRAIN PATCH

GROUND PLANE

x

Figure 20. Terrain imaging geometry.

Y$

SCREEN SPACE: - - -

FOUR PATCH VERTICES ARE
TRANSFORMED TO SCREEN -

SPACE. THE VERTICES ARE
ENCLOSED BY A RECTANGLE. PIXELS -- Fog-:
(THE CURRENT PATCH EDGES - - .

ARE NOT TRANSFORMED; PATCH EDGE
THEIR PROJECTION IS SHOWN 00,
FOR HEURISTIC PURPOSES
ONLY.) 

- RECTANGLE

No XS

Figure 21. Patch size test.
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IF THE RECTANGLE IS TOO LARGE, -

THE PATCH IS DIVIDED INTO FOUR
SUBPATCHES AND THE VERTICES OF
EACH OF THE SUBPATCHES ARE
PROJECTED TO SCREEN SPACE.
EACH SUBPATCH IS ENCLOSED BYA -- -

RECTANGLE. AGAIN, IF THE - -

RECTANGLE IS TOO LARGE, THE
SUBPATCH IS DIVIDED AND THE / /
VERTICES PROJECTED. IF THE - ! ".-
RECTANGLE IS APPROXIMATELY / /
PIXEL SIZE. THE PIXELS ARE GIVEN ,
APPROPRIATE INTENSITIES. - /
DIVISION TO PIXEL SIZE ENSURES NI
CONTINUITY OF INTENSITIES
ACROSS THE SURFACE.

Figure 22. Patch too big.

The above oescription is intenoeD only to provide a rough idea of the
framework of the surface representation algorithm. A detailec
Description follows.

i. After the DMA elevations for the mission area are obtaineO,
they must be accessed in groups of 16 adjacent elements ano
placeo in 4 x 4 matrixes. Each group of 16 elevations is
useo to generate a curveo oicubic surface patch whose borders
are oefinea oy the central four elevations among the 16.
This is illustrated in Figure 23. Note, in generating an
adjacent patch, that of the 16 elevations applied in its
construction, 12 are reouncant from the previous patch.

k. The mathematical equation of a bicubic, Elevation =
aju v5 + a-u v + ...,is entirely specified by
its 16 coefficients al,a 2 ,..blD2,...o],
...a0,4. Different inas of bicubic surfaces can be

manufactures; that is, different coefficients determined,
uepenoing on what we oo with the elevations. To ensure
elevation, first, and secono oerivative continuity across
patch boroers, a so-calleo B-spline matrix is applied to the
eievation matrix. The specific operation is aescribes in
Figure 24.
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ELEVATIONS

100 METERS

LONGITUD E

Figure 23. Bicubic patch ano its oetermining elevations.

The matrix M in Figure 24 is for B-spline basis functions.
It ensures that across all patch boroers there is elevation
ano first and second oerivative continuity, it is possible
to construct patches with other matrixes. Some are
interpo±ating, otners are approximating. The B-spline
approximates the control points but aiso provioes more local
control than any other approximating basis.

It is important to realize that the bicubic representation is
the lowest-oroer polynomial representation of a free-form,
curveo, continuous surface. Lower-oroer polynomials do not
ensure first or secono oerivative continuity at patch borders.

3. Succeeding the construction of a coefficient matrix, the
coefficients are combineo into "register squares." There are
four register squares per patch, one for eacn corner. Each
register square contains four numbers; for example, at the
corner U = 0, v = i the four numbers are (o + 02 + d3
+ 04), kuL + 02 + 03 + b4), (301 + 02) ano
(3bI + 02t.
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Place 16 elevations in a 4 x 4 matrix E. The 16 elevations come from the data base and therein are
arranged in a 4 x 4 matrix.

2. Using a cubic B-spline matrix M, compute MEMT where T means transpose.

M = 6x 3 -3 1

3 -6 3 0

-3 0 3 0

L1 4 1 0

Then MEMT forms a coefficient matrix:

MEMT= al a2 a3  a4

b1  b2  b3  b4

CI c2  c3  c4

d1  d2  d3  d4

3. Compute register square values for each patch corner. A register square has four values, initially
computed from the coefficient matrix, subsequently computed by subdivision.

d +d2 + d3 +d4  b1 + b2 +b3 +b4  (sum of all 3(a + a2 + a3 + a4)

u=0 V=l u=l V-- coefficients) +(b1 + b2 + b3 + b4 )
3dI + d2  3b b 3(a+ b + +c1 + d1) 3(3a1 + b1)

+(a2 +b2 +c2 + d2) + 3a2 + b2

PATCH I

=O d4  b4  ua 4 +b4 +c4 +d4  384 + b4

d2  b2  a2 + b2 + c 2 +d2  382 + b2

Figure 24. Making register squares.
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eglstci squares formi the core of trne atii scr o nm.
Tne 1ea is Lo start mitn oniy tne patcr, coiner cz3,,_rs aro scme
correction terms, then oetermine, cy a recursive p:Lcture aiong the
tour paten euges ano in its center), miupoints ;natc ie -n trie oicuDic
surface. Sy continually oetermining miopoints for eacr s.bpatcn, tne
collection of elevations ootaineo can serve to approximate the curveo
uicuoic surface.

Eacn register square contains one corner elevation ano tnree

correction terms. Suooivioing a patch into four suopatcnes impiies
turning four corner elevations into nine corner elevations ano
iiKewise four register squares into nine register squares. This
process is uiagrammeo in Figure 25. The elevations required at each
ievel of suooivision are always in the upper left corner of the
register square.

3.2.3.2 Tree Structure--There are actually two distinct tree
structures in the terrain oisplay algorithm, one stored ano one
computed. The storeo tree is the mission data base. it consists of
the oata necessary to display large surface areas, extending from the
mission oata base root node itself oown to individual bicubic patch
corners. The lowest nooes or terminal nooes in the storec tree are,
therefore, bicubic patches.

The computational tree consists of the data necessary to display
smaller surface areas, where the root nodes are the bicuoic patch
terminal nooes of the stored tree. Lower nodes in the computeo tree
are, as the designation implies, computed if necessary) cy
recursively subdividing the root patch into small subpatches.

The computational tree is scanned in depth first-order; that is, the
aigorithm steps through the tree node to node, beginning at the top or
root nooe. Nooes near the top represent large grouno areas wnose
projections on the display screen will depend on orientation ano
distance from the pilot's viewpoint. Projections of nearby nooes will
usuaily cover many pixels, forcing a scan to a greater depth for such
nodes. Distant nodes will project to smaller picture areas, and the
scan depth will be less. This feature allows an automatic selection
of level of oetail as well as minimizing the computational effort in
prooucing a picture.

3.2.3.3 Picture Generation--The proceoure for generating a picture is
as follows. Starting with the top node, the picture area
corresponding to the nooe is oetermined by projecting the four corners
of the patch represented by the node to display screen cooroinates. A
oecision is maue to terminate the scan at that node or proceeo to the
next level. Termination can occur under the following conditions:

1. When the projectec area represented by the node falls outside
the display window

2. When the projected area is small enough to display
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Tf,e fesu.L ot any of these conuitons is to ter-minate Lne scan at that

uooe ino ciscarj aili rancnes Deov, the nooe at wnich termination
occuireo. ,e can immeoiateLy compute tne proper intensity using tne
texture, snaoow, ano illumination moodes uescribeo elsewnere in this
report.

Projecea patcnes form polygons in screen space. These polygons will
oe enciosea Dy rectangles ano the suopixels covereu by each rectangle
.,ll oe assigneo the patch intensity. The approximation of coloring a
screen oy enclosing rectangles raner than cy the poiygons tnemseives
nas tnree justifications:

I. it allows the use of a compact, quick computation when
6etermining exactly wnicn suopixeis are covered Ly a
rectangle.

4. It avoids losing "bow tie" polygons; that is, if the surface
normal calcuiateo for a bow tie faces away from the observer,
the polygon wiil not be oisplayeo. Oroinarily, a hole wiil
appear in the picture oecause of this error. By empolying
enclosing rectangles, the overlap from rectangles aojacent to
the ow tie will cover any potential holes (see Figures 26a
ano 26c).

3. It avoids holes from the projection of adjacent patches which
are suooivioeo to different levels (see Figure 26o).

Some time may be saveo by comparing the relative lengths of polygon
sides anQ subdiviing only the longer oimension. For example, in
Figure 26b if Li/L2 were greater than two, only the sides Li and L3
wouio be suoivideo. This process may also be desirable because oy
creating polygons of more or less equal dimensions on all sioes, their
enclosing rectangles will more accurately reflect the polygon
aimensions; ano less time will be spent replacing z-ouffer memories
because of reduceo overlap among the rectangles. An investigation of
this proceoure in quantitative oetail was not performed as part of
this stuoy, thus a recommendation of its use is left open.

After a patch projection on the screen has been reouced to pixel size,
it is tempting to try to save some time by determining those patches
that face away ano discarding them to avoid intensity calculation for
those surfaces. This can be accomplished by taking the oot product of
zne "eye vector" with the surface normal vector of the patch. If the
aot proauct is negative, the surface faces away from the observer.

Such a test was not implemented, for two reasons:

I. There are occasions when there are no surfaces facing away.
In such cases the test is of no use ano in fact becomes a

iiabiiity. Thus the test is of no value in lessening the
number of intensity calculations in the worst case: flat
terrain filling the FOV out to the horizon.
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L3

(~}2

Li

a. "Bow tie" Polygon b. The patch corresponding to the
above polygon will no longer be
subdivided if L1 < pixel size, where
only LI and L2 are tested.

C
D B

A

c. Rectangles enclosing A, B and C will
cover the bowtie polygon D.

d. Rectangles enclosing these polygons
will cover the triangular hole.

Figure 26. Patch anomalies.
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. ost terrain wi. i ue mooeieu .aitn a Ciffuse reflectance term
'Dn±y, 6ecause it is perceptuaiiy acequate. Tnus tne specuiar
term requiring tne out proouct of eye ano surface normai
vectors diii oe a rarity. It foilcws that tne speciai
computation of this cot proauct for surfaces facing away wili
oe time-consuming, requiring a new normalizeo eye vector ano
uot proouct each frame time.

Figure 27 summarizes the suooivision anu oisplay aigorithm.

3.2.3.4 Display Algoritnm Benefits ano Orawcacks--

Benefits--

i. Because oicubic B-spiine surfaces represent tne terrain
surfaces, real-worio contours are moceleo more accurately
than with polygons.

2. No sorting is requireo to determine patch maxima. This
avoios numerical tecnniques wnich occasionaliy incur
singularities.

3. Bicubic ano fractal suboivisions are logical extensions of
the mission quad tree suboivision. The transition from the
store quao tree to the computeo quao tree can be transparent
to the algorithm implementation. This provides a unifieo
approach ano a clear flow of logic from the root node to the
smallest oisplayable subpatch.

4. Fractal suboivisions used for textures, texture boroers, ano
snaoow boroers can ne computeo in parallel with nicubic
suboivision, aoding no time to the display algorithm.

5. The overall aigorithmic approach is unified because
suboivision is applied to obtain smooth curveo surfaces,
irregular texturea surfaces, texture boroers, shaoow borders,
ano appropriate pixel size resolution for terrain ano
cultural objects.

6. Fractal texturing provides an arbitrary ano automatic level
of detail while maintaining the macroscopic identity of a
texture.

7. A z-buffer is useo to solve the hiooen surface problem.
Other techniques neeo to sort lists of entities to solve the
hioden surface problem. The sorting can become a major
factor in real-time consioerations, limiting the number of
polygons or patches that are sorteo.

8. Each specializec technique can be flexibly implementeo.
Thus, shaoows can be applied or withhelo; cultural objects
can be aooed or withheld; and textures may or may not be
applied in any part or all of the data base.
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OSTAIN TERRAIN ELEVATIONS

0 CONSTRUCT BICUBIC PATCHES
-
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BETERM NE VIEWER POSITION
AND ORIENTATION

i

DETERMINE ALL PATC
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SC REEN SPACE
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Figure i7. SulDoivision ano display algorithm.
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Orr-i.re piepazaiton of cne oata base foz register squares
anu ttxQure is inGepenoent of tne mission; Lnat is, tne
preparation is inuepenoent of the sun position. Off-line
preparation can ue nanolec quickly because the affine
zransformation is aireaoy in part of the real-time
perspective transformation haroware.

1O. The nature of the suooivision ;rocess allows us to avoio the
cioss ano uot prouucts taken 'oi t!,e surface normal vector
ano oiftuse intensity ano employ in-.eao a simpler ao ano
snift process.

ii. Bicuoic ano fractal suboivision processes are very quick,

using oniy aoo, subtract, ano shift operations.

urawoacks--

i. Anti-aliasing is difficult oecause the surfaces which must be
used in anti-aiiasing become available at different times.

2. As a patch is suoivioeo, the space requirements grow rapioly
for storing register squares. Aojacent patches with common
corners must have separate register squares because the
squares will contain values representing oiffeient levels of
suboivision.

3. The cubic surface may not be appropriate for all surfaces.
Flat surfaces may be rendered with slight undulations oue to
aujacent patches wnich have some curvature.

:. .3.5 Hyarographic Surfaces--BicuDic patches form a continuous
surface. Wnen water surfaces meet land, however, there is generally a
uiscontinuity. if this is oetermineo to be perceptually important, an
inexpensive methoo is available to model the discontinuity. For those
patches containing water-lano boroers, two register squares can be
storeo, one for a flat water surface, the other for the terrain
surface. In analogy with the texture border aetermination methoo, the
eievation appropriate to the texture (water or land) can be assigneo.
Thus, in this special case, two bicubic surfaces are suboivioed in
parallel ano the elevation chosen for display will be contingent upon
the texture chosen for display.

3.1.3.6 Clipping--Clipping cultural objects or terrain surfaces not
appearing in the FOV is accomplisheo in two separate stages ouring the
suuoivision process, ano one just before suboivision. For each frame
time, a circular area surrounoing the viewer and containeo in a
nigh-speeo memory is available. From this, a particular slice
slightiy greater than 600 is taken.

A typical slice might contain 50,000 patches; of these only 40,000
are suuoiviaeo. When a patch is projecteo to screen space for the
first time, a rectangle surrounding the patch will be used for
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_iipp.ng. if any part or tne rectangle interseccs the screen, the
PatC h is incluG.eo in tne rest of the suooivision ano perspective
cranstcrmation process. if no part intersects the screen, the patch
±s ciscaroceu. To accommooate hignly-curveo patches, tne rectangle
snouio ue siight±y larger tnan the orsers uefineo by the patch
vertexes.

vnen a patch is finally suboivided to pixel size, an intensity

caicu±ation is carriec out oniy if the rectangie enclosing tne patch
can oe assigneo to a screen pixel; if not, it is excluaeo. Thus, the
tnizo stage of clipping is not a separate process but simply falls out
of the process of assigning polygon intensities to screen pixels.

j.2.3.7 Terrain ano Hyarograpnic Operations--There are two matrix
muitipliJes wnicn must occur in the off-line oata preparation to
generate each oicuoic coefficient matrix. The operations for this are
128 multiplies ano 9o aucs. The oicubic coefficients must be uses to
generate register square values. This takes an aooitional nine
multiplies ano 40 aucs. The total number of multiplies is 137 ano the
numoer of aoos is 136. This numoer is linearly proportional to the
size of the mission sate case.

For a typical minicomputer a multiply time is l.2 psec ano an ado
time is 0.38 psec. Allowing one msec input/output time, the total
time to generate one register square is 2.59 msec. With 5 x 106

register squares (the assumed mission area), 3.6 hours of computer
time is requireu. In the on-line moce, the item of interest is the
bicudic suboivision of each terrain patch. For this mission area,
tnee will be 1.7 x 106 subdivisions per frame. This is
accomplishes using real-time pipelines haroware, as shown in Figure
5. See Appenoix 0 for a oiscussion of other surface representation
a±goritnms.

3.2.4 Object Representation

All the previous texture techniques treated texture as a pattern in
which inoivioual objects are not treated separately but as a
collection. This allows the pattern to be represented in a more or
±ess aoequate ano timely fashion when vieweo from a distance. None of
the previous techniques were appropriate for near-oistance views, in
this suOsection, several methoos are discusseo for representing
inoivioual objects. The thesis is that a texture pattern is an
aggregation of individual objects. As one comes nearer to a pattern,
thne pattern shoulo break up into discernible objects. The original
pattern may then actually disappear and be replaced by oistinct
objects. These have their own internal patterns that might be
represented by the techniques previously oescribea.
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The tcnniques to oe presenteo nere are of two types. The first uses
vLuo ooject iLmages. Tris is a version of mapping aoapteo to

.nuiviouai ouject representation. The secono is object synthesis, in
,nicn wei.i-known shapes iike circies ano rectangies are perturoeu ano
-,xtureo to represent the internal patterns in the oujects synthesizeo.

:. .4.i images for Uoject Representation--Representation with images
,jses object images storeo on vioeo oiscs for superposition on
surfaces. The ioea merges the controi ano surface representation
offereo uy traoitionai computer-generateo imagery (CGI) tecnniques
with the nigh fioelity offereo by vioeo technology. The speeo with
.nicn a scene can be fiiieo with hign-fioelity objects is mucn faster
than with traoitionai uGI object repiesentation because the oetaiis of
tne oujects oo not have to be generateo inoivioually.

The control provideo oy surface specification ano ooject placement in
a uniform grio can oe fruitfully comoineo with the high fioeiity of
object photographs ano computer access to vioeo oiscs. Objects can be
positioneo on the mooeleo terrain both manually ano automaticaily.
Photograpns of objects can be storeo ano categorized accoroing to
type, aspect, size, ano nearest point for display on vioeo disc.

Once the computer has a list of object locations ano sizes, the
objects can be extracted automatically from the video disc. Note that
tne object to be extractec must be specified by size, distance from
viewer, aspect, ano type of object. Pictures can be storea of objects
representing the closest oistance from the viewer for which that
picture is approoriate. Then, when a more long-range view is needed,
the image can be digitally shrunk.

Object priority (hioen surface resolution) can be solved by using the
z-cuffer approach. This means that every pixel will have a oistance
ano intensity associateo with it. When an intensity is to be assigned
to a pixel, the distance to the associated object is compared with the
uistance to the object already covering the pixel. If the new object
is closer to te viewer, the intensity for that object replaces the
old intensity at the pixel.

Illumination can be a bit oifficult because surface normais cannot be
oetermineo at every pixel. In a foresteo area most pixels are
containeo in trees, bushes, grass, etc. Since these are being placec
on the unoerlying surface from photographs, there is no control over
the object surfaces. An option is to normalize the intensity
oistrioution of each photograph as it is prepared for entry in the
uata base. The storeo intensities then represent the ambient
intensity, just as was cone for mapping. Then, during scene
construction, the intensity can be modified accoroing to the scene
content; for example, forest woulo be darker than fielos. Also, in a
forest bright blotches can oe introouced to simulate the sun spots
which sneak through smail openings in natural forest canopies.

70



w rrect perspective can oe acnieveo oy using photographs from
uitferert aspects ut tne same ouject. During scene construction, the
appropr~.ace aspect to use can be oetermineo by knowing the angle at
wnicn the iine-of-sight intersects tne object (uepression angle) plus
trie oistance from viewer to object. If a tree is assumed to be
reasonauiy symmetrical, especially when vieweo from a oistance, there
is no neea to know the viewing angle arouno it.

To correctly represent an object as it is approacneo requires a
sequence of pnotograpns, each with greater levels of detail. To get
continuity in tne oisplay image, a methoo used by cartoonists can be
auopteo. They produce Key frames (every fourth frame is an original),
then .-ntervening frames are interpolateo. The resampling method coulo
oe useo to compute an image from the nearest availaule photograph. A
resampieo image from that farther photograph can also be proouceo.
The oisplayeo image woulo then be the average of the two. This shoulo
smooth the transition that woulo otherwise be obvious. Other
variations with tianslucence ano image interpolation are unoer current
consioeration.

Note that if the level-of-aetail transition can be done with
acceptable realism, the fidelity of the representation is as good as
the film used to take the picture; ano the object does not require a
lot of computing time to construct it. However, the level of hardware
integration is increased because vioeo equipment must interface with
aigital equipment.

3.z.4.2 Object Synthesis--Mooels can be used to construct images of
oojects. The fioelity of the representation will, of course, aepeno
on the quality of the model and the cost of using it. Some very good
mooeis of trees have been constructed by Marshall, Wilson, ano Carlson
(1980) but it takes several hours to produce one picture of one tree.
Neweil 1 975) used polygons in procedure models to build objects ano
correctly portray them. Clark (1976) recommends object model
generation by structuring to simplify the sorting proolem.

Although some object models may need too much time to proouce
oynamically, models can be used to make pictures off-line. A data
base can be built of vioeo images which can be resampleo for display
in a scene.

An object generator may have access to other object generators in the
fashion recommenoed by Clark (1976). A town generator may make
requests from a road generator and a house generator and a tree
generator. Any of these may use object images from image oata base,
or they may use any of the previously defined texturing methoos for
constructing objects. The following paragraphs describe how a
generator for trees might be built.
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ar e prcport.on of natural terrain can ue realistically mooeieo by
Lqo- imensionai texturea surfaces curing nign-aititoe fiignt. This
is true for forests ano for inoivioual trees. The forests can oe
approximateu oy tne "mottleo" surface of their collective tree tops,
ino inuiviouai trees can be either ignoreo or treateo as ranoom spots
3n the earth's surface. However, ouring low-altituoe flights,
inuivGuai trees require specific mooeis for realistic simulation.

once one tree is constructeo, this construction can be repeateo to
create a fieio of trees. By aooing small variations at each
repetition or oy using a variety of trees (maple, oak, etc), realism
can ue tnnanceo. The major problem is how to create a single
reaiistic tree at low cost 'high speeo). Since only the outside of a
ieary tree is seen at a oistance, the appearance of a given tree can
oe simulateo by constructing a surface; there is no need to be
concerneo aoout the interior of the tree or its actual structure.

There are potentially several ways to mooel this surface, though it is
not known which methoo is quickest or most realistic. First, the
casic shape of a tree coulo be approximated with an ellipsoio of
revolution, sphere, or cone and then the surface normals coulo be
perturoeo to create a textureo appearance. Alternately, (with more
computation), the surface itself coulo be perturbeo. This would be
more realistic because the tree silhouette would be irregular rather
than smooth. In fact, this might be especially important for the
recognition of evergreens in the winter since their bark green
siihouette against wnite snow is more visually oominant than the
contrasts among branches on the tree interior.

To perturb a surface, or its normal, LUTs might be used, or some sort
of a'arkov process, or perhaps fractals. A choice could also be maoe
cetween using real-worlo data or synthesizing our own. A
oetermination of the best technique woulo require some experimentation.

Rather than perturb a surface or its normal, a textured surface could
be mappeu onto the ellipsoio, sphere, or whatever. This would be
quick in comparison to perturbation but again silhouettes woulo be
smooth. Tne tree's appearance woulo not change correctly as the
ouserver moveo with respect to the tree. (The surface itseif woulo be
perspectively correct as the viewer moveo arouno it but the shaoing of
the surface woulo oe incorrect.) Since the tree surface woulo oe
smooth, spurious highlights woulo appear. It might therefore be
necessary to simply assign a set of intensity values to the tree.

A particulariy simple mooel would use three flat surfaces which
mutually intersect, like two ellipsoios and one circle. This coulo be
textureo in a variety of ways but the important idea is to have the
oisplay algorithm ignore the internal edges and display only the
silhouette. At certain viewing angles, parts of the planes might
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appear euge-on. if tne oisplay algorithm odes not pick up this kinu
of nign-frequency feature, it may not be a problem. Suppose that the
pianes were "noisy eipses" insteac of smooth ellipses. This woulc
ue easy to generate anu much more realistic.

The easiest way to texture this mooel would be to assign a
two-oimensionai texture to the tree in image space. For example, the
algorithm might Ue as follows:

1. Construct three-plane tree in object space.

2. Transform to image space, but araw silhouette only.

3. Texture inside of silhouette according to same statistical
generator.

Note that this statistical pattern would remain the same regaroless of
viewing angle or distance. For trees at a gooo distance, this mignt
oe a gooo approach.

Other texturing proceoures might include mapping a texture onto each
plane or mapping a texture in image space whicn was aepenoent upon the
tree orientation. In the former case realism would be sacrificeo
because, regardless of how irregular the texture was, it woulc look
OO when a plane was viewed at a slight angle. The latter case is
more interesting: Suppose that at step 3 it is known what direction
the tree was facing with respect to the view (that is, a viewer vector
anu a tree vector are known), Aano . Knowledge of the relative
orientation of Aano B(or perhaps just their dot product) woulo allow
mapping of an orientation-dependent texture onto the tree interior.
In this case, the tree's appearance would not change as e changed or
as r changed but would as $ changed. The best texture parameter
would alter the texture such that each incremental change in
changed the tree texture realistically.

Benefits--Texturing techniques like mapping are useful when the
scene is vieweo from a distance. At short range the need for
oiscernable individual objects increases. Mapping can be used but
there are problems with perspective. Synthesizeo objects can be mace
to represent the amount of oetail neeoeo for effective training. An
object generator can be constructed for every feature in the DMA
feature list. Others can be aooeo at will. The cost will of course
uepeno on the amount of detail desireo. For example, if trees can be
acequately represented by triangles resting on rectangular trunks, the
generator will be relatively cheap. If a lot of detail is needeo, as
in the method of Marshall, Wilson, ano Carlson (1980), the cost will
no ooubt be high. The concept of synthesizing objects and
representing textures as aggregates of objects is needed where high
fidelity is required for effective training. Perhaps nap-of-the-earth
fiying or low-level bombing will have such requirements. The cost may
tnen be justifiec.
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Drawcacks--Object synthesis is in its infancy. No one knows wvnat
fidelity is needeo for cost-effective training. As object synthesis
matures, the methods should be simpler ano experiments will be
Conouctec to oetermine the contribution to training effect. At tnis
'ime. it is aifficult to justify sophisticateo object synthesis

moceis. Simple mocels such as fractaleo ellipses for trees, polygons
for houses and bridges, and cylinders for oil tanks seem to be the
proper level of use of this technique. All the DMA features can be
representeo by such models if object images prove inadequate but the
cost in oollars ano time may be excessive.

3.2.4.3 Curved Objects--In general, vector parametric bicubic
equations are sufficient to generate a large class of objects with
curved surfaces. The theory for these representations and examples of
many objects generated from the representations are available in Blinn
(1978); Catmull (1974); Newman and Sproull (1979); and Rogers and
Adams (1976). A bicubic subdivision process is applied to these
objects just as to terrain surface patches.

3.2.4.4 Operations--Under ordinary flight circumstances, the
relatively small number of objects in an FOV will probably not add
more than 10% to the number of surfaces requiring perspective
transformations and subdivision.

3.2.5 Shadows

The realistic generation of shadows is an important factor in the

simulation of terrain contours and cultural objects. Shadows are
especially important as indicators of cultural object elevations
besides providing clues as to their three-dimensional structure. The
algorithm outline below describes the Honeywell approach to shadow
generation, which has its origins in the algorithm of Williams
(1978). However, the algorithm for generating terrain shadows is a
Honeywell innovation.

I. There are several desirable or necessary features in a shadow
algorithm:
1. Use a Honeywell-Catmull type subdivision algorithm,

rather than a scan-line algorithm, because of texturing
and other advantages.

2. Include shadows projected from objects lying outside the
FOV.

3. Small objects such as houses and trees should cast

relatively sharp shadows.

4. Far objects (clouds and distant mountains) should cast
shadows which are fuzzy close up but sharp at a distance.

5. When near surfaces shade distant surfaces, the distant
shadows should be fairly sharp but should not be
calculated using all of the foreground detail.
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6. Off-line calculations snoulO ce incorporatec to save time.

7. The shaoow algorithm shoulo De simple, Quick, ano snouio
possess the potential for future improvements concerning
unique shaoow types.

Ii. Several factors should be avoioeo or minimizeO:

1. Long searches or sorts for sun-space niocen surfaces

2. Off-line calculations which determine snaoows down to
patch resolution, creating Olocky snadows

3. Shaoows cast by curveo surfaces that are incorrectly
calculated when rectangles are Orawn about patch vertexes

4. Some surface patches which resemble bow ties ano create
ambiguities

5. Sharp shadow borders which create more aliasing problems

In this algorithm, five distinct types of shaoows are considered;
each type is treated differently.

o Type 1 shadows--shadows cast by stationary cultural objects
(trees, houses, cars, etc). These shadows can be calculated
off-line and stored as additional cultural features.

0 Type 2 shadows--those occurring on stationary cultural
surfaces facing away from the sun. Sun-space surface normal
calculations (off-line) will determine these surfaces.

0 Type 3 shadows--these are also called silhouette or
terminator shadows. They occur only on patches containing
sun space silhouettes; that is, only on patches in which one
or more patch corner surface normals face the sun while the
others face away, or a patch which is partially hidden from
the sun by some other patch.

o Type 4 shadows--shadows that fall on those patches totally
hidden from the sun by other patches. These shadows can also
be tagged off-line.

o Type 5 shadows--those shadows cast by moving objects and
computed during real time.

3.2.5.1 Algorithm Outline--Shadows may be generated for terrain,
static, and moving cultural objects, either inoependently or in
parallel. The shadows can be cast by the sun or moon from any sky
position which is taken to be stationary throughout the mission
simulation. The generation of terrain and static object shadows is
accomplisheo partly off-line and partly on-line, whereas moving object
shaoows are generated entirely on-line.
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jrr--ine Preparation of Terrain SnaCoo Laoeis--Tne first step
ir sImuiat:ng terrain snaoows is to give each of the oiscrete
D ,A mission area eievations a snaow lapel, oesignating
lougniy ,netfer each elevation terrain point is or is not in
snaoow. This is equivalent to octermining wnicn points are
niuutn from the sun/moon by some part of the terrain. This
proceoure is iilustrateo in Figure 28 ano oiscusseo below.

To avolo error, it is necessary to obtain the DMA elevations
appropriate to the mission from one unifieo oata base. This
is oecause DMA files are arrangeo in 10 x 10 square, anc

mountain in one square might cast a snaoow upon terrain in
an adjacent square. Calculating shacows a square at a time
(rather than for the whole mission data oase) woulo leave
unsnaoeo regions along square borders, and tnis is
unacceptaule.

It is assumeo that the sun/moon is locatea at infinity so
that the shaoows are cast by parallel rays. To oetermine
whether an elevation point is hiooen benino some terrain from
the point of view of the sun, we employ a two-pass affine
transformation (affine because the illumination rays are
parallel).

In the first pass, four aojacent elevations representing the
four corners of a patch are transformed at a time; this is
cone for all mission patches. Once these points arrive in
"sun space," the sun space pixels covereo by the patch are
oeterminea, ano each covereo pixel is assigneo a depth
(oistance) equal to the average of the oepths of the four
patch corners. In addition, if a patch corner lies in one of
the covereo pixels, the pixel is re-assigned the oepth value
of the corner point.

The affine transformation is simply that given by the matrix
transformation from world to eye cooroinates, oescribed in
suosection 3.1.3 of this report. Pixel size in sun space
would ioea.±y De much smaller than the maximum projecteo
oimensions of a typical patch, but storage constraints limit
the pixels to those just small enough not to introouce
oistracting errors. Based on our experience in generating
pictures with Catmull-like algorithms, it is assumeo that
four pixels per polygon (on the average) are requireo
although future specific tests of the most appropriate
sun-space pixel size are aovised.
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REASGN" dIVOA PASS AFINE APL E T RANSE
ASSIN AVERAGN TRANS OPF OTETODTRIN
ELTET TPELSVACONTAOINNG OVERTDICE TOSU

CVERTEX EO PIXELSCOTINGF VERTICES SPACEN

Figure 28. Off-line preparation of terrain shacow labels.
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4Tter in arrine ransformazion, patcn 6imensions ;41. Zt -ce
21-1ess equai over tre entore sun-space "screen," asl'oing
1ilform pixel size onrougnout. 04ote: there is no pnysilca

sun-space screen--it is only a matnematicai aostraction.)
roweve., ail verticai pixei cimensions wiil e scaled
accoroing to the aitituoe of the sun/moon, in proportion to
tne cosine of tne aitituoe; that is, in proporcion to tne
verticai aimensions of the patch projections on tne sun-space
screen. This ensures proper resolution o scaling Qixeis so
tnat the ratio of their vertical to norizoncai Jimensions
approximately equais the ratio of patch oimensions in sun
space.

To determine whicn pixei centers are covereo, eitner of two
tests can be empioyeo: the first approximates the patch
projection with a rectangle enclosing tne four vertexes. It
is fast (22 acas per patch) but slightly inaccurate. The
aiternative approximates the patch projection with a polygon
constructed from tue patcn vertexes. It is much slower (92
acas, 24 multiplies, 8 aivices per patch) ano more accurate.
A singular aefect of this alternative is that it occasionally
misses so-calleo bow tie polygons ksee Figure 26). Because
of this potential error, ano because the rectangle
approximation is probably sufficient, the simpler ana faster
rectangle test is preferable. To accommooate those who might
wish to test these alternatives in tne future, a orief theory
and computational estimate for both tests are provided in
Figure 29.

After the sun-space pixels have been assigned oeptn values, a
second-pass affine transformation of vertexes elevation
points) is made, exactly like the first. if a vertex falls
within a pixel having a lesser oepth value, tue vertex is in
snaoow; otherwise, the vertex is not in shadow. It is
convenient to transform four vertexes at a time so that the
surface patch as a whole can be assignee a shacow label. if
ail four vertexes are in shadow, the patch is given a shaoow
iaoel. if none of the four are in snadow, no laoel is
assiyneu. If one, two, or three vertexes are in shadow, the
patch is given a special "shadow boreer" cesignation ano the
specific shaoed vertexes are aiso designated. Finally, eacn
vertex that belongs to a shaoow border patch is assigned a
random integer "x," where 1L x L- 10. it is essential that
a vertex shared by adjacent patches have the same integer
regardless of the patch that it belongs to. Figure 30
contains an estimate for the number of off-line operations
performea in the preparation of shaoow labels.
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Rectangle Test Procedure

1. Given four vertexes in sun space, determine maximum and
minimum x and y values (x, y are sun space screen
coordinates).

2. Assign z-values to pixel centers inside the rectangle.

Total Operations: -  22

Total Time: 22 x 0.38 jsec x 5 x 106 patches = 42 sec

Polygon Test Procedure:

1. Given four vertexes, compute equation for each edge.

2. Using a clockwise (or counterclockwise) ordering rule, assign
inequality rule denoting inside and outside to each edge
equation.

3. Determine rectangular enclosure (as given above).

4. Select all pixel centers within the rectangle for testing
by four inequalities and test.

5. Assign z-values to pixel centers within polygon.

Total Operations: 92 adds, 24 multiplies, 8 divides

Total Time: 92 x 0.38 Wsec + 24 x 12.7 psec + 8 x 14.6 ksec x 5 x 106
-42 min

Figure 29. Rectangle ano polygon tests.
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There are several operations involved in obtaining shadow labels. By far the most time-consuming
are the two affine transformations of the mission data base points. The remaining operations
are insignificant in comparison, and can be ignored.

One affine transformation consists of a (4 x 4) matrix multiplied by a 4 vector. It requires
at most 16 multiplies and 9 adds.

16 *11.2s = 0.17 msec

+ 9 * 0.38 As = negligible

+ I/O avq. = 1.0 msec

1.19 msec per transformation

There are two passes of the transformations. Each point is redundantly transformed four

times, and there are 5 x 106 data points.

Total time = 1.19x10 3 x2x4x5x 106 = 13.2hrs

Note that special-purpose hardware used for the perspective transformation during
realtime could be used for the affine shadow transformations off-line, thereby
reducing the time considerably.

Figure 30. Off-line shaoow label operations.
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Real-Time Generation of Terrain Shadows--During the mission
simulation, patches that have no shacow label will be left
alone, ano will De illuminated according to the method
explainec in suosection 3.2.1. Those patches with a snadow
label are entirely shaded; that is, the intensity of the
entire patch is mace ambient appropriate to the constraints
of weather and training effectiveness. In other words, the
intensity is arbitrary and can be set at will.

The only patches requiring significant computation during
real time are "shadow border" patches. These patches undergo
fractal subdivision in the same way as is done for terrain
texture. Under the best conditions (overcast sky or sun at
900 altitude) there will be no shadow border patches.
However, when the sun (or moon) is low in the sky, the number
of l0-meter square areas (patches) containing shadow borders
may amount to a significant fraction of the total number of
patches in the mission data base. For typical terrain, it is
assumed that this fraction never exceeds 1/100, and is
usually on the order of 1/500.

Shadow border patches are of three types:

1. One vertex in shadow

2. Two vertexes in shadow

3. Three vertexes in shadow

As with texture border patches, a "false" elevation of "1" is
assigned to each vertex in the light and a "0" is assigned to
each vertex in shadow off-line. Using the random numbers
assigned off-line, and a single shadow fractal look-up table,
a rough false surface is manufactured during the subdivision
process. When the average false elevation of a subpatch is
greater than one-half, that subpatch is assigned its ordinary
reflectivity. When it is less than one-half, the subpatch
reflectivity is decreased so as to shade it. Based on the
operations estimate on texture, the operations necessary for
terrain shadowing are:

Typical Case: 1/500 number of patches; fractal
subdivision in parallel with all other subdivision
processes (see Figure 19).

Worst Case: 1/100 number of patches; fractal
subdivision in parallel with all other subdivision
processes (see Figure 19).

It is important to understand that the off-line and real-time
terrain shadow generation techniques are entirely independent
of the other AVSS algorithms, and can be eliminated or
included at will. Also, some future experimentation must be
conducted to create the most suitable fractal LUT for shadow
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coroers. It may even prove profitable to investigate the
application of specific shadow LUTs for each terrain texture
type, rather than just one.

3.2.5.2 Static Cultural Object Shaoows--Cultural objects will oe

represented either as vioeo images or as collections of polygonal and

curveo surfaces. Video image shadows can be obtained as additional
vioeo images. Thus a tree shaoow would be stored as a video image
along with its tree image. The shaoow image distance would be

assigned a priority bit so that, when placed at some surface location,
the surface would not occlude the shadow.

Static cultural object shadows involving CIG surfaces are of two
types: those occurring on cultural surfaces facing away from the sun

and those occurring on surfaces cast by the cultural objects. For
polygonal objects, an on-line dot product test of surface normals with

the sun vector will determine whether a surface is or is not facing

the sun. If not, such a surface may be assigned only an ambient
intensity, and zero reflectivities, as are all surfaces in shadow.

Case shadows are assumed to fall on flat surfaces. This makes

calculations much easier and is sufficiently accurate since locally
the curved terrain surfaces are flat. Because the sun is in a
constant position during the mission, all such cast shadows can be
calculated off-line and stored. The easiest method to produce cast
shadows is to project the object a polygon at a time onto the flat
surface. Each projection of a polygon is then a shadow polygon
itself. The collection of all shadow polygons from a single cultural
object is the shadow of the cultural object.

During real-time image generation, these shadow polygons can be called
up for display, and just as with ordinary polygons, they can be
assigned positions in object space. Shadow polygons will also receive

priority bits, so that when their Ze and the surface Ze are very
close, the shadow Ze will be assigned to the pixel.

Depending on the polygonal cultural object, some of its surfaces
should not have projected shadows calculated. For instance, a
flat-topped warehouse will produce shadows from only two of its side
surfaces.

The display of polygons representing either cultural object or shadow

surfaces is analogous to the display of terrain patch surfaces in that
both are subdivided until they are pixel-size elements, at which point

enclosing rectangles determines pixel coverage. However, cultural
object polygons can be linearly subdivided in screen space very

quickly; this is the method suggested for their display. Note that
determining the pixel covered by cultural object polygons is not

efficient if the enclosure test uses the polygon edges themselves (see
Figure 29). This is especially true of the typically small polygons
which compose a house or car, etc.
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Juiveu objects ,±.l project curveu snacows. These shacows are to ce
Qerine 6rf-uine fcr a given sun/moon position for eacrt curvec
uject. it is suggesteo tnat only simple curveo forms be useci
sprtres, cylinoers. cones) Decause the.Lr affine projections onto flat
surfaces invoive only straight line segments ano ellipse segments.
Thus, knowing tne equation of the curveo objects, the equation of
their projections may be oetermineo by projective geometry. From
these equations, control points may ue formea ano thus cubic curves
may ue useo to oefine the shadow bounoary (see Rogers ano Adams
(1D76); Chapters 4 ano 5 provide cetaiis).

Moving objects should be mooeled as collections of polygonal surfaces
since curveo surfaces make real-time shaoow generation oifficuit. As
with static cultural objects, moving-object snadows will be generateo
by an affine projection to a flat surface, one object polygon at a
time but in real time. Assuming only one or two moving objects in an
FOV, eacn composed of only a few cozen polygons, less than a hundreo
affine transformations would be requireo per frame time. The haroware
for tnis transformation wouio oe availabie because it is identical to
part of the perspective transformation haroware (the matrix
muitipiy'. Consequently, cost ano computation are minimal.

Acivantaqes--It should be noted that terrain shadow generation is
inexpensive because it employs the same bicubic methods off-line as
aie used for terrain patches. it also contributes to a unifieo scheme
for the simulation of the real worlo and represents only a minor
inclease in complexity. Last±y, the vast majority of calculations are
maue off-line, reserving only the most necessary terminator
calculations for real-time calculation.

Disauvantages--Because of the bicubic surface ano the large
cnanges in slope, the terminator may appear wavy regardless of how
fuzzy it is. If this is the case, some special pre-processing may be
necessary. For example, the shaoow elevation(s) could be averageo
with their neighbors.

3.2.6 Special Capabilities/Considerations

3.2.6.1 L ghts--

Point Light Sources--Point light sources must appear as small as
possible out also must not display aliasing artifacts. This object
can be met oy treating each point light source as an approximately
pixei-size object with a Gaussian intensity aistribution. Since the
point source is oefineo to appear the same from all angles, the
Gaussian cistribution is indepenoent of orientation ano is a function
of distance only. Figure 31 illustrates a typical point light source
represented uy three concentric boxes (pyramid) approximating a
Gaus;ian aistribution, superimposea on a grid of pixels. Note that
the pyramid shifts translationaily across the screen as the point
source moves, but never fotates.
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DISTANVCE

PIXELS

Figure 31. Point light source pyrainlo: approximation
to gauss..an Olstioution.
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Tri .xacL pyzamiu jimensions must ue specifieci after some perceptual
ts-;, Lo minimize artifacts. The pyramio intensity oecreases as one
6vr-i Lnt square of tre uistance ,/u). The intensity can oe
e.uateo to tne integral of tne Gaussian. This integral is
p~uportionai to any or tne box heignts. For example, at one oistance,
tne concentric uox neignts might oe (5, 2, 1). At some closer
uistance tney wouio ue aojusteo to, say, (iO, 4, 2). Thus, the
heigns are ail aujustec proportionally.

Tre oistance useo for tne intensity computation is precisely

(X4 + Y e + Ze

Again, nowever, perceptual tests may inoicate that tnLs factor can be
approximatec with a less costly function. inoeeo, it is possicle that
Lne intensity function may be upoateo every few frame times without a
noticeauie flicker. Tne oistance factor also appears in suusection

i.2.6.4. lt is approximateo there by Ze, so the same convention is
useu nlere.

Occultation of point sources is best hanoleo by treating just tne
occultation of the point itself, not the pixel-size object
representing it. This reduces z-buffer compares ano perspective
transformations as well as more reaiisticaliy provioing an immediate
unset or offset of the point source.

Extenoeo Light Sources--Extenoeo light sources are of two types:
airectional ano non-oirectional. Non-oiiectional (that is, isotropic)
iigrit sources are easily mooelec by associating a constant intensity
with the surface wnich serves as the light source structure.
Directionai light sources, like searchlights, can be modeieo by a
surface whose intensity oepends on the oot proouct of its surface
normal vector with tne viewer vector in object space.

Rotational ano Flashing Capabilities--Rotating a directional light
source is simply a matter of making the surface normal of the light
source rotate; that is, programming the vector normal position as a
tunction ot time. Simiiarly, the rotation of an object (such as a
searcnlight oeam) can oe pre-programmea. A flashing light will have
its intensity programmeo as a function of time.

3.2.6.2 Translucence--There are three categories of
computer-generateo translucence effects:

i. Atmospheric effects--incluces rain, snow, haze, fog, etc.

k. Translucent objects--includes clouos, plumes from
smokestacks, oust raised by vehicle movement or explosions,
ano smoke.
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. o"Fe-in oojects" -- oioinar cultural objects that are
cesigneo to face grauuaiiy into Lne scene oy appearing
initiauiy as pixel size anc nigniy translucent, with the
translucence Lessening as the objects move cioser to the
viewer. This special form ot anti-aliasing heips avoio the
oistraction of objects which suooeny appear on the screen
when they reach pixel aimensions. The alternative is to
present cultural objects at a subpixel level, w nicn is
simpler but not as cepenoaole because suopixei-size objects
wiii not be accurateiy anti-aiiasea, peinaps ieaoing to a
"jumpy" appearance. Since an object is oistracting only when
it pops on tie screen with a high conuLast reiat.ve to the
oackgrouno, the special application of translucence snoulo be
of primary concern in the mooeling of extenoeo light sources
at night.

in tnis case, the oark background makes tne treatment especially
simple. When greater tnan pixel size, an extenoed source can be
assigneo a constant intensity, ano when less than pixel size, it can
oe treateo as a point source, oecreasing intensity as 1/rz , or more
cheaply, i Z4.

The Basics--Given a scene which contains an object partially
ouscureo by some medium, the following relation halos:

s(bh) + T(Bo ) = B

whtere
B = brightness of the obscured object

Oh = brightness of the obscuring medium

6o = brightness of the object without an obscurant

T = transmittance of light (how much light passes through
the meoium as a fraction of 1)

S = saturation = 1 - T, amount of absorbeu or scattereo
light

This is calieo the translucence relation.

For example, given a uright object with BO = i50 ano a dark ciouo
kEn = zO) that transmits 30 percent of the light incicent upon it,
tine apparent brightness of the object will be:

i - O.3)zO + (0.3)150 = 59

for an object at distance r, T = e-Or, where a is callec the
"extinction coefficient" and represents the fraction of light lost
when passing through some medium of thickness r.

The apparent bi'ghtness of an ouject viewea through the atmosphere or
any other obscuring medium is (after substitution):
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S o-( r -El r

where 
h

B = apparent brightness of the object vieweo thrcugh a
scattering meoium

so = object brightness viewed at zero distance (or
equivalently, with no scattering medium)

Bh = sky brightness

a = fraction of incioent light scattered per unit volume
of medium

r = distance from viewer to object

Tnis relation is the cure of all translucence effects since it holos
for a±i waveiengths ano materials. In tne eno, tnerefore, oniy S0 ,
6h, ano t, or equivalentiy, Bo, bh, a ano r, are neeceo.

uirivation of tianslucence: When light is incioent upon some small
voiume of a meoium, part of the light is scattereo equally in all
aiiectiuns, part passes througn the meoium.

The incicent intensity is oecreaseo in proportion to its magnituoe,
that is, a iight twice as intense will loose twice as much to
scattering:

CI
- = - I
ox

wneie ox is the thickness of the meoium, a is given above, ano the
minus sig, is present because the intensity is decreasing.

The solution to tnis equation is

I = I 0eCO
0

Now consioer viewing a black object through the atmosphere (see Figure
32). The brightness of the black object can be founo by first
uetermining how much light is scattered from the cone volume into the
eye.

A unit volume will scatter 10a; therefore, the light scattereo in
ail uirections by the volume element aox will be I0oaox. This
i,,iii ce oecreaseo oy e-°x as it goes through the mecium. The
solic angie of the viewing cone is (/x2 steraoians).

Since there are 4T steracians for an entire sphere,

a/x light scattered into the eye
47f Iaoxe - Gx

0
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adx= VOLUME ELEMENT OF AIR (SCATTERING MEDIUM)
a= AREA OF VOLUME ELEMENT SEEN BY VIEWER

Figure 32. Viewing a black object.

Thus, the light scattered into the eye from the volume element

Iaa
2 dxe

-ax

41x 2

Since brightness is proportional to the light reaching the eye per
surface area of the object, the brightness of the volume element will
be proportional to:

1 I 2dxe-oX Io eaae- Xdx Ace- Xdx
a 2 

where A = constant, since a/x2 = solid angle is a constant. Therefore,

the total brightness of the air from the cone in front of the black object is:

rAe-dx dA(l - e - or)
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Tn Sky origntness, 6r, can ue oUtaineo uy p.acing tne biacK object
5inf-nity:

-=  Aae-(7Xox A

vcn .= A, the brigntness of the air in front of the black ooject is

orl± - e-ur)

Fo an arcitrary non-Qlack ooject of brightness Bo at zero oistance,
its origntness at oistance r equais:

6 = Boe-ar + 8h(
1 - e- r)

Translucent Oojects--The categories are:

o Atmospheric ciouos, all types that o not cover the entire
Sky ano are structurally autonomous

o Plumes of smoke or water vapor from factories or burning
objects

o Dust raised by moving vehicles ano explosions

o Exhaust from air vehicles
u Smoke or spray from artillery or smoke pot generation.

Exothermic, non-exothermic, instantaneous burn, finite burn,
point source, linear array (of smoke pots or spray).

To mooel these objects usually requires a rough ioea of the ooject
uimensions as a function of time D(t), the brightness of the object
Bh, (for example, white smoke or black smoke), anO the transmittance
T, in some cases, as a function of time. In other woros, it will be
uesiraOle to take into account the oepenoency of T on the extinction
coefficient a ano the optical oepth of the object (r). However,
some objects may be aoequately treateo by assuming a constant T.

The algorithm for translucent ooject simulation assumes a ubse
structure on which a fiactaleo surface is generateo. The base
structure can be altereo in time to grow, elongate, or stretch in an
arbitrary oirection to simulate the expansion or iffusion of a clouo
Of oust o Smoke.

The oase structures can be storeo or generated in a separate oata base
ano each structure oisplayeo inoepenoently. To simplify optical oepth
calculations for multiple surfaces, a clouo or puff of smoke can be
mooeleo inwaro froman enclosing oase structure (see Figure 33).
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Atmospneric Ciouos--lcoifications of fractai tecnniques
snou,. Le pcverTui enougn to mooei many ciouo types. Beyonu
tne simple oase structule tecnnique, some ciouCs can De

mouelie in tne same wvay cnat Fournier mooeieo islanos;
intersecting a plane surface witn a fraczaeo surface. By
using non-Gaussian oistrioutions, aosoiute values of
oIstributions, ano distortions in transformations, we wili oe
aoie to surpass the confines of pure fractal simulations.

0 Plumes of Smoke or Water Vapoi--Piumes from factories vary
enormously ce -noing on iiLeraily oozens of factors. An
accurate mooeiing is acnievaole with pernaps a month's
effort. A cruoe moceling that can be oone aimo-t immeoiateiy
simply employs a oase structure resemoling a curveo truncatec
cone, which is fractaieo to appear puffy.

Translucence woulo be mooele as a function of the distance
along the parametricaiiy-oefineo plume. Thus, the clouo
woulo oisappear gradually.

For IR views, a plume is often very bright at the smokestacK,
aimming at successively larger distances. For this effect,
intensity can be changeo as a function of distance.

o Dust, Exhausc, Smoke--Military ano weapons effects are
discussed in subsection 3.2.6.6; more oetails on Smoke ano
water vapor translucence prooerties are contained in
subsection 3.2.6.4.

LINE OF 3IGHT THROUGH LINE OF SIGHT THROUGH AN ENCLOSING
A CLOUD INTERSECTS BASE STRUCTURE ALONE INTERSECTS
SEVERAL SURFACES. ONLY TWO SURFACES. NOTE: THE BASE

STRUCTURE IS NOT DISPLAYED; IT IS
ONLY USED FOR AN OPTICAL DEPTH
CALCULATION FOR VISIBLE PARTS OF
THE CLOUD.

Figure 3. Mooeiing ciouos for optical oepth.
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ioviru,, ; oies--oving ocjects are or t,,o f pes: trbos . i::

_T r-,iFe, pLeeterminec motioF, anc trose vitr free iFte.acLive mcctrn.

Preuetteminec Aircraft ,iotion--A cnree-oimensonai at-craft Dacr
c2n ..e otscribeo :y a cime-6epenoent position veczoi:

Pkt) = P x(t),ykt),zkC))

,viere x,y,z are tne worlo cooroinates ano t = time = parameter, anc ry
an aircratt oiiertation vector:

A precise knowiecge of 0 oepenos on an explicit mathematical
uncerstanoing of aircraft attituoe for arbitrary paths, velocities,
ano accelerations, not to mention expecteo pilot maneuvers. Because
of the complications innerent in specifying -'ancLr"for complex patns,
precetermineo aircraft motion snouio Oe appiiec oniy to the simplest
of paths, such as circles ano straignt lines. in tnis way, r ano-7
can be storeo as simple vector parametric functions, rather than as a
iaige coilection of precomputec points, ano the functions can be
easily evaiuateo in real time.

in air-to-air combat scenarios, it is suggesteo that the enemy
aircraft Le representeo symoclically. Because of tne relative speeos
invoiveo, it is unnecessary to try to represent a small object with
curveL oi flat surfaces. The orientation of flight surfaces can ce
represenceo by straight, narrow lines whose contrast with tne
oackgrouno is a function of weather ano perceptual conoitions.

Preoetermineo Grouno Vehicle Motion--Grouno vehcie motion is
quite oifferent from aircraft motion oecause Fano 0 must ooey the
-onstraints of the terrain contours. Rather than specifying x.t),
ykt), z~t) for the path, it is easier to specify x~t) ano y(t) ano
sucstitute the x ano y values into the bicubic surface equation to
.etermine z(t). Then (x, y, z) can be storeo off-line for each frame
pusition ano calieo up ouring real time.

An aruitrary curveo path over arbitrarily curveo oicuOic terrain
patcnes can be constructeo off-line as follows:

i. Draw (by nano) a rough curve over an (x,y) terrain map to
inaicate the venicle path ano starting ano enoing points;
provioe the vehicle speeG.

2. Determine the intersection cooriinates of the path curve witn
the (x,y) grio lines. These latituoce-longituce grio lines
correspono to the bicubic patch eoges.

3. Substitute each cooroinate pair into the corresponoing
uicubic surface equations to oetermine the intersection
elevations (z).

91



it- 7_ ipi n csorcjn-z~ ,iiccf, o~s 22~r.O

P61t T Li, eL25Pa7_5 :' aS .3K. Vscccate_ v~:cr cuo C~:ve
sIerrinc; 3s

vvne re p = par am e te r, c r.c A~ , , zI ea1- c 2uWLc s IFr p.

The cuive c~zcin eacrn patcr nas enopoincS at p=Canc
P=~

>. it is ssume2  c~ move at a c OnsnTl
VC.LuCiLy , tr2aL _t, t mov f7OV quaL drc-4 .&ngcs eacn rame
tI i e . Ofr-Ire, trte cotai arc-lengtn of eacn P&Lto curve
wiil~ ce -etei'mreu -y nurne:.'caiy lnteg &at nq zne fcilc. _r2
expressiocn:

s = alc iergtn I ( Z4 2x p4 OZ

aiitr trie velocity, oetermine tine aistance ( ~s) movec in
1/-,G secono. Then cetermine s/'As = numuer of zAs
intervals in s.

7. Eventually, (x, y, z) will be neeL-,o at arc-lengths of 0,
As, 2As, 3As, 4As... .s, giving the venicle poiion
eachi frame time:

t = 0 -1-30 2/30 33
s =0 As Ls 3As Ietc
Tnis gives x~p), ykp), z(p); but x~s), y~s), z'~s) are neecec.

However, tne analytic relation between tnese expressions is
cifficuit. Therefore, numeric methoos will be employee.

8. Numeric metno:

a. Sample tne parameter p at 0, 1/'/0, 2/26, 3/20,. ... 19/2C,
-. The number 20 is arbitrary).

U. Using the arc-length integral equation 20 times, fino
tiie arc length for each p-valueo segment:

1/20 4/20
s'kp = 0, p = i/40, etc =f

0 1/20 19/20G

c. Fit a curve to these points anc then sample the
equal As Intervals, where tne number of samples pei
patch =s/As.
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Q. Going oackwaros, eacn As will correspono to some p value,
which in turn can Oe suostituteo into x(p), y(p). This gives
tne vehicle kx,y) position as a function of time (or
equivalently, arc length). For eacn (x,y) pair, substitute
into the bicuoic patch equation to fino (x,y,z). These
values should be storeo off-line as points.

Notes:

o With a 60-Hz refresh rate, the same position is used for two
consecutive frames. A one-minute simulation would require
storing 6O x 30 = 1800 positions but a longer simulation is
easily obtaineo oy closing the preoeterminec vehicle path ano
iooping oack through the oata.

o To avoid having As intervals overlap patch Coroers, the
nearest integer to s/As can be useo, giving only a slight
velocity oiscontinuity at boroers, for example, k40 mps-
40.08 mph).

o The greatest amount of off-line expense is incurreo by having
to oetermine the path. Ostensibly, the computation of 20
integrals per patch seems time-consuming, but in step 5, the
integral from zero to one can be composed of 20 rectangular
sections, so that each of the integrals in 8b can be taken
immeciately as those rectangles; for example,

1/20
f f(p)op = f(1/20) x 1/20
0

Vehicle Orientation--Vehicle orjntation can be specified by two
vectors: a surface normal vector (N) and a vector tangent to the
vehicle path (I). Rather than take derivatives, these vectors can
be approximated with no loss in realism.

V = P(Xi+l, Yi+l, Zi+l) - P(xi, yi, zi)

As
N=Vt xW

were W = vector tangent to the surface and more or less perpendicular
t0 \.

The oase-point coordinates of W ana Vt are equal. Without proof,
the enopoint coordinates of W = kx,y,z), where specifically:

2 =Yi+l Yi

y =25/(m + 1) + Yi
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The value of z can oe founo uy suostituting into the bicubic equation
roi tne surface patch. JThe factor uf _5 is aruitrary ano oetermines
tne -Length or V, wnicn snoulo oe short enough to be an accurate
representation of a tangent rather than a secant but not so short that
computec errors preoominate.)

To summarize, for a vehicle moving over a given patch, position ana
orientation information will be calculateo off-line ana storeo, for
pceoetermineo motion.

interactive Vehicle Motion--Interactive aircraft motion consists
of position an orientation being upoateo each frame time uy an
interactive control mechanism ano operator. This information is fec
tu tne screen space of the trainee ano processed just as any other
surface information: with intensity computeo, z-buffer, ana
anti-aliasing applied.

in tne real world, the orientation of another aircraft may be sightea
at a great distance because the human eye is especially sensitive to
iinear features. In these cases, the simulation of such resolution is
not ootainaole by simply averaging the aircraft intensity over a
pixel. There are two potential solutions.

The first, anu simplest, is to moael the distant aircraft with a
several-pixel length "stick model" whose flight surfaces show an
obvious orientation. For high-speed combat, this may well be
adequate. We believe this model should be attempted first. The
secono solution involves a high-resolution projection system which
woulo have to be specially designed and added to the flight
simuiatoz. This would incur consioerably more expense and should be
consioered only as a last resort.

Interactive ground vehicle motion is constrained to the grouno
surface. The interactive control mechanism provides (x,y) position
information airectly each friame time or indirectly through velocity
ana direction information. Given the (x,y) position, the z value can
ue determined by substituting into the bicubic equation of the surface
patch containing (x,y). To know which patch the vehicle is on, a
search must be maoe through some predetermined list of patches, which
is not too large. It follows that knowledge of the possible patches
across which a vehicle will pass must be proviaec off-line before the
mission is run, and that tne bicubic equations must be known for each
of these patches. The latter information can be obtained as soon as
tne bicuoic coefficients for the patches are determined off-line (the
bicubic equations are completely determined by the bicubic
coefficients). It so happens that, with a bit of manipulation, the
coefficients can be obtaineo from the register squares, so that a
grouna vehicle area may oe determined after the mission data base is
formed, this is just a less efficient proceoure.

94



Venicle orientation is aojusteo each frame time by the methoc
uescriLeo in the previous subsection on preoetermined ground vehicle
otien~aton. This requires an aoditional suostitution into the
oicuuic equation. Thus for each frame time, two substitutions must be
made. These operations constitute the majority of computation for a
venicie traversing arbitrary terrain. The few cozen multiplies
involved are trivial in comparison to the other system computation
rates.

When fractal perturbations are aced to terrain surfaces, they will be
smaii enough to not oiffer from the uicubic elevations significantly
wtere vehicle motion occurs. Thus, for example, a tank will not
appear naif-burie in the terrain, or floating above it. If some
particular textural effect is a high priority ano can be obtaineo only
Uy using iarge fractal oeviations, a special processor can be
implementec to oisplay intensities accoroing to the perturceo surface
normals wniie using unperturbeo elevations for the surface oisplay.
This is analogous to Blinn's (1977) methoo. This alternative is
availabie out is not solicited for implementation because of the
aoaitional cost ano complexity.

3.2.6.4 Atmospheric Effects--Atmospheric visibility is moceleo in
accoroance with the translucence relation:

B = Boe - r + Bh - e- r)

where

Bh = sky brightness

Bo = object brightness with a clear sky

6 = total brightness

r = distance between observer and object

a = "extinction coefficient"; represents the fraction of
light lost

The sky brightness, B, is calculated as follows. Bh and a are
determined off-line with a depending on the weather. Bo and r are
oetermined each frame time for each pixel corresponoing to the terrain
ano cultural object data base. B is then found for each pixel each
frame time. Some calculations may be avoided by employing an LUT
containing T = e-ar for various r ana constant a, which is
constructeo off-line and is weather-aepenoent. The table would
contain 256 values of T in equal increments, ensuring a continuous
range of orightness.
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Tnus, the proceoure is to ootain a for a given mission ano construct
ne LUT otf-iine. Then, ouring real time, consult the table for each

poiygon oistance srj, finO T, ano plug into the translucence
equation to fino the finai object urightness.

a, or equivalently T for various r, is available (Duncan, 1980)
for conoitions of haze unoer all humidities, sea ano land fogs, light,
meoium, ano heavy rain, ano snow for the following banowioths:

Visual = 0.4 to 0.7 pm
LLL.TV = 0.8 to 1.1 Wm

FLIR = 8 to 14 mP (3 to 5 um sometimes)

For aojitional realism, the sky itself can be mooeleo as hazy along
the horizon with vioeo techniques. For example, a simple sky
photograph would be used as a background for all computer-generated
imagery. It woulo only have to be rotatea ano translateo in real time
to acommooate ail perspective scenarios. Note that this tecnnique is
especially realistic ano can even handle night skies with the stars
appearing in their proper locations.

Altituoe-oepenoent visivility effects can be modeled to any of four
levels of oetail. The first and crudest simply ignores such effects
ano assumes a homogeneous isotropic atmosphere. The fourth level
incorporates both isotropy and homogeneity effects, ano the second and
thiro levels incorporate one of the two effects.

onsicier, for example, that mountain peaks generally appear clearer
than mountain bases. This can be simulated by substituting a
fictional ouserver-object distance (rf) into the translucence
equation, where

rf = r - g(Zw)

g(Zw ) = some function of the object elevation; depends on
sensor and weather

The above is a particular isotropy mooel.

Now, consider that an ooserver on the groun would use a different
rf than an observer at some arbitrary altitude. Thus, a more
realistic (ano expensive) view woulo result in

rf= r - gkzwo, Zwp)

where

Z = object elevation

=wp pilot elevation
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kouus--Tne merits of two types of ciouo models will be
uisctssec. However, no one methoo is inoicatec as best because future
tests are required to accurately oetermine their technical
feasibility, cost, ano perceptual qualities.

i. As an extension of terrain texturing, fractals suggest
themselves for clouds. For example, a puffy appearance may
be generated by using absolute values in a fractal LUT. This
can be superimposea as a perturbation on ellipsoids to
generate cumulus ciouos, or upon a flat surface to generate
an entire bank of clouds.

Alternately, imagine creating a fractal surface on a flat
surface of large extent. if the perturoations are arrangeo
correctly, some will be above the flat base surface, some
ueiow. by cutting out those below ana assigning a uniform
wnte to tnose areas above, a partly-clouay sky surface can
be manufactureo. This is potentially realistic anc it wouid
employ the same haroware used for terrain fractals.
Unfortunately, it woulo be time-consuming because of the mass
of aoaitional perspective transformations incurred. This
coulo be reduced by taking aavantage of the coherence of the
flat, cloudy sky surface ana subaividing in image space;
however, special image space haroware would then be required.

2. Vioeo methods show some promise in making both individual
clouos ana cloudy sky surfaces. The former can be treated by
taking static photos of the clouds required for any weather
scenario and placing them in the mission data base. The
perceptual approximation of keeping the same cloud face
towaro a pilot flying by may be sufficiently real to employ.
(A video tape of trees passing by with the same face always
to the viewer has been examined and appears to be
acceptable). With this approximation, only screen
translations, rotations, and magnifications would be needea.

With a cloudy sky surface, an additional operation of
"perspective magnification" would be needeo. This is where
closer parts are magnifieo more than distant parts, it is
equivalent to a perspective transformation. An algorithm for
this process is discussed in Catmull and Smith (1980). This
algorithm would probably require special real-time hardware.
The great aovantage of video clouds is their realism, their
applicability to all clouo types, and the ease with wnich
they may be made translucent, since they are simply a video
overlay of terrain or sky imagery.

3.2.6.5 Sun/Moon--Modeling the sun itself is accomplisheo by creating
a uniformly bright circle ana placing it at a constant orientation
with respect to the world. Similarly, the moon and various phases of
it can be created and appropriately placeo.
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Ou:ing the cays of low irraciance (overcast skies), the illumination
is part±y isotropic ano partly oirect (Stenger, Oungan, ano Reynolos,
IY75; Steven ano Unsworth, 1979) and can be approximately mooeleo by
adjusting the amuient intensity. The moon's illumination of the
c-louoless earth at night is insignificant unless the moon is gibbous
or larger. In such cases, terrain surfaces can be modeled dimly in a
manner analogous to the sun illumination scheme. The only difference
is that ali surfaces will be maoe colorless since low light level
human sight is insensitive to color. Color effects on terrain at
sunset are relatively easy to ado, simply shift the relative amounts
of hue towaro the reu.

3.2.6.6 Weapon Effects--Explosive effects, flashes of colored light,
etc, can oe mooeleo as a succession of objects with each object
lasting one frame time and the entire explosion lasting no more than
1/10 secono. Each surface of the object would be assigneo a specific
intensity ano would be independent of the usual object-intensity
calculation. Therefore, each explosion would be perspectively correct
and connected to a specific point on a surface element. It would be
visiole only if no terrain or cultural surfaces occluued it.

Smoke ano dust clouos, whether generated by smoke pots, grenades,
artillery bombardment, or fire, can be simulated by translucent,
fractaleo objects which grow or elongate according to wind
conoitions. Making the puffy smoke appearance change in time can be
accompiishec by using a time-aependent fractal LUT.

Object change can perhaps be mooeled by video techniques, as can
certain objects, but computer-generatec damaged cultural objects can
also oe manufactured. Simple crater or bomb blast effects would be
among the list of objects representing weapons damage where, depending
on the object or terrain struck by a projectile, a given damaged
object would be placed in the display. Again, the state of the art in
video imagery does not allow us to predict the feasibility or expense
of its implementation.

The great difficulty in simulating weapon effects is not that they are
aifficult to simulate, but rather that an overabundance of reference
material is available on particular effects and the time spent in
researching several dozen special effects for a detailed simulation is
rather costly. See Zirkind (1978) and Ebersole ana Vaglio-Lauvin
t lb0).

3.3 IMAGE QUALITY

To this point operational requirements ana imagery characteristics
have been covereo. The thiro part of this section oeals with the
image quality or the elimination of known artifacts which occur in
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present UiG eGge-uaseo systems, to oe consioereo arb anti-aliasing
ano image complexity. In anti-aliasing, the concern is with
quantization ano interlace effects.

3.l.1 Anti-Aliasing

An uroinary raster image representation suffers from aliasing defects
aecause it aisplays nigh-frequency featuies via a lower-frequency
point sampiing technique. when objects move across an image, further
uefects are introduceo, such as the "jaggies" ano the flickering of
small objects which are sometimes lost by the sampling process. A
rather elaborate analysis of aiiasing effects may be founo in Crow
t1977).

Among the variety of anti-aliasing techniques which may be appiieo are
olurring the image, sampling ano displaying at a higher resolution,
(convolving the image with a sine(x) function (or approximation),
aithering, ano area averaging. Blurring the image is cheap because
one can simply oefocus the display oevice, but it is perceptually
inaumissiole. Employing a higher-resolution sampling frequency ana
display is very expensive, does not cure all static aliasing
artifacts, and is ineffective in treating temporal flicker ano
scintillation effects (Leler, 1980; Crow, 1977). Convolving the
image is perceptually aoequate but expensive. Dithering techniques
rely on the temporal averaging properties of the human visual system
oy applying two simultaneous operations:

i. The projected surface elements on the viewer's screen are
sampled at slightly different screen (x,y) coordinates each
frame time. These differences never depart from one set
screen position more than a pixel width.

2. The display haroware shifts each pixel on the screen to the
sampling position useo in the previous operation (1, above)
each frame time.

If this proceoure is carrieo out quickly enough, ano in an appropriate
manner over a pixel-size area, an anti-aliaseo image will be built upbecause the viewer tenas to average quick, successive imagery.

Current display hardwaie allows a maximum sampling frequency of 60
Hz. Suppose ooject intensities were sampled at only two different
screen locations ano oithereo corresponding to the opposite corners of
a stationary pixel. The intensity at the first corner would be
determineo at t = 0, the intensity at the second corner at t = 1/60,
back to the first corner at t = 1/30, etc. No flicker would be seen
because the images fuse when presented at greater than about 25 Hz.
However, the sampling would be inadequate because only two samples are
taken. Aliasing would be reduced but not eliminated.
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6ampiing at four screen iocations would reouce aiiasing even more, but
rien a given sample point woulo be refresneo every 1/i5 sec. In cases
where a nign-contrast object covereo only one sample point, a
oistinctiy perceivable flicker would be seen. Therefore, regardless
ot tne numoer or distribution of sample points, oithering is not a
feasible option.

The anti-aiiasing technique chosen here is calleo area averaging. In
its most rigorous form, it is equivalent to the convolution of an
image intensity with some winoow (rectangular or Barlett triangular).
However, .t can oe approximateo by averaging oiscrete sample
intensities over a pixel-size area.

An aoitional perceptual benefit of this technique is that apparent
resolution will be increaseo. This is because below a certain angular
size, object size ana brightness are interchangeable- that is, they
are perceptually equivalent. Leler (1980) discusses this in the
summary of his paper.

3.3.1.1 Anti-Aliasing: Local or Global?--One of the most intensively
studieo issues in this study has been whether to apply anti-aliasing
locally; that is, to certain small areas on the screen, or glooally;
to the entire screen. To apply local anti-aliasing one must know
which areas require it. In general, these areas contain high-contrast
features such as silhouettes, texture boroers, shadow borders,
cuitural objects, ana point sources.

ultural objects, texture, and shadow borders can be localized ano
treated according to Duncan (1980). However, terrain silhouettes are
very oifficuit to treat, especially when fractal perturbations are
aoaeo.

Now suppose those pixels requiring anti-aliasing were easy to locate.
if so, a oynamic memory allocation woulo be required. For scenes
containing many high-contrast features (for example, low-level flight
over bumpy terrain or any flight over shaoeo terrain when the sun is
at a low angle, or high-altituce flight over diverse agricultural
areas) as much as 10% to 20% of the screen would have to be
anti-aliased. Clearly, the cost of such dynamic allocation would
exceeo simpler static global anti-aliasing requirements.

Therefore, because of the worst-case requirements, because there is no
quick, straightforward localization technique for silhouettes, ano
because each high-contrast feature would require its own specialized
localizing technique, global anti-aliasing is preferred. Neither
should the potential importance of global anti-aliasing be
unuerestimated for producing a uniform ana homogeneous image of
perceptually high resolution, as proposeo by Leler (1980).
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.iu. 6) nvestigateo many itterent sampings for ani-aiiasing.
A 5 x 0 6art±ett winoow ailoweo no aiuasing artifacts ano a .> x 3
oait±ctt winoow snowbo s.Lignt artifacts with long, narrow,
nign-contrast specuiar features. Tests Gy others at Honeywell reveai
that aiiasing preoominates at the along linear features out is not
especia±iy notabie a±ung irregu±ar boroeis or in nighiy-textureo
areas. For natural terrain ano oroinary cultural objects (houses,
ioaos, etc), a 3 x 3 oartiett winoow will suffice. This is oecause
one preoominant long, narrow, ±inear features are roau surfaces,
ra±iroau tracks, ano agricultural uounoaries, none of wnich is of
especially high contrast.

The winoow given by Crow is:

4 2

T nese are the weigntings assigneo to each sample point intensity. The
weigntings are very nelpfui in reuucing aiiasing. Typically, a
non-weignteo rectangular winoow is not as effective in aliasing
ieuuction kCrow, 1981, Feioush, Leroy, ano Cook, 1980).

Recail that in the display algorithm, pixei-size polygonal surface
e±ements are approximates by rectangles. In general, these rectangles
will have a maximum dimension equal to a pixel ano a minimum dimension
somewhat less. The enciosing rectangles are always orienteo with
sices parallel to the screen, that is, they are never rotated. Thus
in thne case where a polygon edge coveres one of the "2" weights in
Lrow's winoow, the polygon will be approximateo by a rectangle which
coveis at least one of the "I" weights. This reounoancy can be
avoioeo oy using a winoow like:

2 2

2 2

wnicn has no sioe weights.

Since a bO-Hz frame rate is assumed, ano since 30 Hz is greater than
tne fusion frequency for temporally flickering lights, the above can
oe appliec Dy sampling three samples each frame time. At t = 0, the
upper left, miole, ano lower right samples would be taken ano
averagea. At t = 1/60, the upper right, miole, ano lower left
samples woulo oe taken ano averaged, ano so forth, switching oiagonals
each frame time. This takes aovantage of the eye's temporal averaging
ano consequently reouces storage ano computation.
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,ia.± poLygons can sometimes oe missed cy the sampling process ano so
effect a scintiiation of the polygon as it moves. This effect is not
pesenc in terrain surfaces represented by many small polygons, but is
.n special cases like cultuial objects that are of fractional pixel
oimensions ano of nigh contrast. The proolem can be solveo oy setting
horizon iimitations on such odjects. For example, houses woulo not be
introouced until pixel size, ano even then they would oe blenaeo into
the irage uy appiying a Le-oepenoent translucence.

Lnteriace is not oiscusseo in oetaii since a non-interlaceo raster
scan has ceen assumeu according to the requirements of the contract
stuCa oojectives:

Summary Proceoure: 5 point average/pixel

3 points/frame

jperations; (1024)2 x 3/frame time

3.3.k Image Complexity

The Honeyweli AVSS simulator is designea to maintain a fast memory FOV
within a radius of 24 km, ano to access disc memory to upoate the fast
memory eacn frame time. Thus, the only information available to the
simulator at a given instant is that information needed for the
current FOV and the next few frames of potential FOVs. Because of the
nature of the subdivision algorithms employed, a minimum of
information is stored in the fast memory at a 100-meter resolution,
trom which an image containing arbitrary oetail may be calculated each
frame time.

The subdivision anu testing methooology inherently maintains the
correct amount of scene resolution under arbitrary circumstances.
Transitions from one level of cetail to another will not be
perceptible because a maximal pixel oimension is maintained for all
projected terrain ano cultural surface elements (patches or polygons)
anu these elements are anti-aliasea.

,.4 DATA BASE GENERATION

Tne use of two oata bases is proposed. The first is the full detail
of the UviA (1977) source data, incluoing texture oata, terrain and
hyarographic data, ano man-made features. This oata base needs to be
enhanced ano reorganized for real-time scene generation. The oata
base prooucea by reorganizing ana enhancing is the second data base,
called the mission oata base. The following paragraphs describe the
procedure for enhancing and reorganizing the DMA data base to form the
mission oata base.
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Ti,, --ssijn cata oase is constructeo from tce woim :ata case, as
snown ,n Figuie 34. Oniy thne terrain iiKeiy to ue vieeu 6uring tne
training mission is copieo to the mission Gata base. If the training
scenario staits oith the stuoent at a particular aitituoe and
uistance, tne flight path can oe oefineo as being anywnere within a
couiiooi. The mission oaLa oase wili tnen contain the terrain anu
cuitural cata neeuec to oisplay scenes anywhere within the corrioor.

This cata case is automaticaiiy formattea in a curveo-earth cooroinate
system oecause tne worio oata are storeo in the Woiio Geocetic
System. The mission oata base aiows for mooification of ir.iviGouai
features through the proceoures for texture synthesis ano for
inoiviouai ooject representation ouring scene construction.

Part of the pioceoure in constructing the mission oata base is the
oroouction of iegiona oata blocKs. A regionai oata olock is formeo
fIom lb known elevations ano contains ail cultural features within a
iOO-meter square. Tne four eievations ano the surrounoing 12
eievations are useo to compute register squares. The oata block
contains pointers to the lists of objects, linear features, ano
texture areas representing cultural data in the block (snown in Figure
3).

3.4.1 Texture Region Representation

Tne uigital iano mass system (DLMS) oata base has coordinaces for
poincs on the ooroer of regions of homogeneous texture; that is,
regions witn one SMC coce. The coorainates are in latituoe ano
longituce offsets from a manuscript reference point. Texture regions
can be constructeo from the boundary coordinates by first converting
the bounoary representation to chain coce, then forming ano organizing
uiocKs in a quad tree.

The OMA states that the border oefinition is not guaranteed to close
if the region ooroer extenos neyono the manuscript eoge. In this case
closure will nave to be forced by following the manuscript edge ano
creating the missing cooroinates.

Tne OLMS cultural fdature files contain cooes oefining the type ano
oistribution of objects within a region. Distribution for a region
can ue useo to place objects in the region. To simplify the process,
a minimal surrounoing rectangle can be oefineo around the region.
This is a rectangle which touches the extreme enos of the region.
Object allocation within tne rectangle puts an upper limit on the
number of objects while simplifying the boroer definition. As each
object is assigneo to a latitude and longitude position, it can be
passec through the quao tree to see if it belongs to a oata block. If
the quaa tree scan fails, the object is in the rectangle out outsioe
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REGISTER SQUARES

* ICORNER ELEMENT

2 LIST OF OBJECTS
3

* TREE TYPE 1 x,z,z

* TREE TYPE 2 xx z

2 1
2
3

* HOUSE TYPE 1 x,y,z

160

3 1 SHADOW 1 x,y,z
20
30

16

4 1
2

3 LIST OF UNIQ1UE
* FEATURE CENTER LINES

0 _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

16 POWER LIST OF x,y~z
--w LINE

OBJECT LISTCAALITOxyz
POINTER

LINEAR FEATURECAALITO 
yz

LIST POINTER

SYNTHETIC TEXTURE

MINIMUM x,z

MAXIMUM x,z

Figure 35. Regional oata block.
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cre iegicon oounuary. jhen the object ooes fail insioe a aata block,
t-ne jcject's c.i.vation is couputeo fiom the eievation coefficients.
Tn object is then aooeo to the ciock's object list.

bject piacement is accompiisheo with a mooel for each SMC coue. At
most 13 mooels are neeoeo, one for eacn SMC cooe. Each mooel would
nave access to feature mooeis corresponoing to the feature
,uentification cooes. The percentage of tree ano roof coverage plus
ratuLie-specifIc information can Ue useu to oistriuute objects of the
appropriate type over the area. The iist of objects proouceo by the
mooei can ue sorteo in latituoe anL longitude to speeo up the
6iiocation to regional oata blocks. Notice the objects are not being
yenerateu dt tnis time. Only the object type ano position are
proouceo.

As d summary, the procedure for mission oata base construction is:

o Step i--Define the mission gaming area.

o Step 2--loentify the terrain and cultural oata files inciuoeo
in the gaming area.

o Step 3--Provide a list of the object types and textures which
can ue generateo.

o Step 4--Proouce texture region quao trees.

o Step 5--Compute bicuoic elevation surface coefficients at
one-secono intervals.

o Step 6--Merge results of steps 4 ano 5 to make regional oata
blocks.

o Step 7--Establish object positions.

o Step 8--Construct object lists for data blocks.

o Step 9--Set pointers to unique features ano synthetic
textures for each data block. Select texturing method baseo
on SMC:
--Mapping
--Fractals
--Aggregation of inoaivioual objects

o Step 10--Define illumination conaitions (sun or moorn
position, visible or IR, weather). Aoo IR characteristics to
object oescriptors.

o Step il--Produce static shadows.

o Step 12--Construct register squares.

o Step 13--Construct mission quad tree from all regional data

blocks.
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Tri output of tnis procecure is shown in Figure 36. The mission oata
uasc is zne one useo to proouce scenes in reai time. Conceptually the
6ata are organizeo as they appear in Figure 37.

3.4 .z Nission Data Base Enhancement for Illumination

The mission oata base at this stage is aoequate for prooucing black
ano white images for the visiole spectrum. To proouce color images or
infrareo images, we neeo to aoo information to the data base. The
following paragraphs will oescribe the proceoures for making color,
LLLTV, ano IR images. The oata oase enhancements requireo are listeo
in Taole i.

3.4.k.1 Color--Use of the HSV color space is proposeo. This color
space is representeu as a cyiinoer. The axis up the center of the
cylinoer corresponos to intensity in black ano white. Black is at the
oottom of tne cylinoer, white is at the top. Hue is what the layman
calls color, such as reo or green. Hue is oetermineo by the angular
position arouno the central axis of the cyiinOer. Saturation is the
uistance from the central axis towaro the outer surface. This is
illustrateu in Figure 38.

Mission Data Base:

* Is the collection of all regional data blocks
(now called patches)

* Contains in each rdb

1. Register squares defining bicubic elevation
surface

2. A pointer to list of unique features which pass
through the patch

3. A pointer to: A synthetic texture definition
and a list of objects

4. An intensity for display when the patch projects
to one pixel

* Has patches representing variable-size areas

* Is organized as a quad tree to facilitate finding the patches
for a given frame and controlling the level of detail processed

Figure 36. Mission oata base contents.
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ROOT NODE REPRESENTS - -
ENTIRE AREA COVERED
BY THE DATA BASE

FIRST LEVEL NODES
EACH REPRESENT 1/4
OF THE DATA BASE AREA

SECOND LEVEL NODES EACH
REPRESENT 1/16 OF THE DATA BASE
AREA

LOWEST LEVEL NODES ARE REGIONAL.._...
DATA BLOCKS

DATA BASE
COVERAGE

REGIONAL DATA BLOCKS ARE QUADRILATERALS FORMED BY FOUR POINTS
AT THE TEXTURE AND ELEVATION RESOLUTION IN THE DATA BASE

Figuie 37. Quad tree Oata base organization.
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TAbLL i. uATA 6ASE ENHANCEENTS FOR ILLUMINATION

FLIR LL-TV

Surface material Sensor oanc reflectivity

--Solar aosorptivity Surface :onditi2,1
--Grouna/sky aosorptivity
--Sensor oand 3osorptivitv Internal liohting conditions
--Surface cross-section fcr a feature

Point spread function

Internal thermal environment Resoonse curve
for a feature

Sky thermal radiance Color for Visual

Grouno thermal radiance Hue

Air temperature Saturation

Wind vector Shininess coefficient for
specular component

Attenuation rate

Precipitation All the Above

Point spread function Sensor band

Response curve Sun position

Sun direct radiance

Sun diffuse radiance

VALUE SATURATION

0' HUE~-o

I WHITE

CIRCLE OF
MAXIMUM I
CHROMA

0I
BLACK

Figure 38. HSV color space.

109



une auvantage or tne H-tV space is that tlie etrect ot atmospheric
vCattcz rg can oe simuiace oy interpolating between the object's nue
anu a nonsaturaceu oiue. This proouces the biue overtone seen on
uUJeCtS vieWto at a aistance. Another aovantage is tnat interpolation
,an casiiy preserve satuiation oetween hues, while this is more
Qifticuit in ote r coior spaces.

A tnree-a.Lmensional table is neeoeo to use HSV. The inuexes to the
tdie aie h, S, anu V. The values in the table are the colors to be
pioouceo by the color guns in the display. Value (in HSV) is
aetermineo oy tne illumination mocei. Value is the intensty computed
by ne illumination mocel. Hue ano saturation are ooject-oepenoent,
so they must be specafieo in the oata base or ouring object
generation. This means eacn texturing method ano object generators
must have acce-' to ano incluce hue and saturation parameters.

3.4.i.2 Infrareo--The illumination mooel for the FLIR sensor bano (8
to 14 0m) is suostantialiy oifterent from the visible lignt. To
compute the intensity on a surface, whether it is natural terrain or
the surface of a cultural ouject, we need to know the pattern that
corresponos to the temperature ano emissivity of the surface. Even if
tne emissivity of the surface can be assumed to be static, the
temperature is not. It oepenas on thd time of the day, the direct
rauiance from the sun, the diffuse radiance from the sun, and other
factors.

Tnermai modeling of the surfaces of cultural objects, specifically
buiioings, nas been oone with the view of computing the temperature
profiles or builoings. The profiles include the reflection of the
sun, air, winospeeo, ano direction as well as precipitation
k2imerlin, Suthy, ano Stenger, 1979). This model attempts to predict
tne temperature of the surface based on the characteristics of the
surface materials, which include the solar absorptivity, ground/sky
ausorptivity, sensor band absorptivity, surface cross-section, ano
internal thermal environment. These characteristics plus emissivity
of the surface must be acoed to the mission data base.

3.4.2.3 LLLTV--The low light level systems in use today are the
siiicon violcon ano s uerivations ano fiber-optically coupied
sinyie-ucoue, oouOie-oioae, or micro-channel image intensifier
systems. The simplest oevice is the silicon vioicon, which has a
response extending into the near-infrared, especially when used with
tungsten lighting. An object is seen against its background because
tnere is a reflectivity oifference causing contrast. The wavelength
uepenoence of the contrast is aetermined by the materials involved.
Hwever, no one material can be characterized by a single reflectivity
curve, so materials are usually characterized by their average
ret iectivity.
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in tummary, Tauie 1 lists the enhancements needed foi generation of
LLLTV, FLJR, anG coior images. in aootion to Zimmeriin, Suthy, ana
Stengtz i974), Shano (1975) ano Thomson (1865) also provide useful
intuimation.

3..3.5 Data Base Size/Content

The mission data oase is the collection of all regional data blocks
kpatcnesi. Each regional data biock contains:

o Register squares oefining bicubic elevation surface

o Pointers to lists of cuitural features

o Pointers to fractai look-up taoles (shadow borders, texture
uoroers, textures)

o A surface normal vector

o Pointer to textural shadow information

These oata are organized as a quao tree to facilitate finding the
patches for a given frame.

The amount of oata present is based on a gaming area of 800 km x 48
km. As an estimate there will be 5 x 106 data elevation points to
be considered. Each elevation oata point has the following bits
associated with it:

o Vector normal 48 bits

o X, Y location 32

o Size 16

o Texture 8

o Shadow 8

o R2 Data 256 (16 x 16)
368 bits

For all patcnes, the Oata storage is:

5 x 10 . 366 = 230 Mbytes
8

For a safety factor, another mass storage unit can be added, to give a
total capacity of about 512 Mbytes.
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SECTION4 4

IMPLEMENTATION CONSIDERATIONS

implementation requirements for the on-line real-time processing are
oiscussea in this section, including the fast FOV memory, perspective
transform, testing, subdivision, intensity calculation ana
occultation, anti-aliasing, ano the frame buffer. Each of trese areas
requires a speciai implementation based on the amount of data to be
processeu, how fast the hardware can be expected to operate, ano the
specific algorithms to be implemented.

4. HAROWARE IMPLEMENTATION

A previous discussion considered the ramifications of having a narrow
FOV versus an entire FOV. The conclusion was that for best results
the entire 3600 about a particular position should be stored so that
transport oelay coes not cause a problem. For a 600 FOV about 2
Imuytes of static RAM are required, for the full 3600 12 Mbytes are
neeoeo. This memory is organized as 240,000 by 368 bits, with only
40,000 being accesseo at any one frame time.

The access time for these memories is about 400 nsecs, which is well
within the dynamic RAM capability of tooay's technology. The data in

these RAMs must be organized such that simulator position input is
easily converted to tne RAM adcress.

In Table 2 the estimated number of 64K x 1 dynamic RAMs is 1500. The
function of Table 1 will be to estimate the complexity of the hardware
to be implemented. The next function to be evaluated is the
perspective transformation.

The perspective transform was shown previously in Figure 2 curing the
discussion of transport delay. In this function, the data in world
space must be projected onto the screen. This involves a subtraction,
matrix multiply, addition, ano then division for the X1, Ye
values. In Table 1 the number of parts for this function are again
estimateo. The parts are commercially-available transistor-transistor
logic, large-scale integrateo (TTL LSI) chips, except for possibly the
oivicer. The divider will probably be an LUT which gives the
reciprocal kl/xj, followeo by a multiplier.

The oelay for TTL parts worst-case for one block is assumed to be 200
nsec. In the case of the perspective transfer, this would apply to
the multiplier. One could also assume that some of these items would
ue implemented using emitter-coupleo logic (ECL) technology. For the
ECL approach, a kS-nsec delay might be assumed.
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The effecrs on computational performance can be examineo Ly looking at
i: e tnrougnput rate for this UIOCK. Using a 20-nsec stage uelay, the
number of operations that can ce performeo is five million. The
numuer of peispective transforms is estimateo to be 6.8 x 106 per
frame or 4Ub x 10O per seconQ. If the throughput is 5 Mhz for the
uipolar case then siigntiy over 80 parallel channels of this haroware
wiil oe requireo. On the other nano, if the throughput is 40 MHz for
tne mL approach then only 10 parallel channels are requireo.

The test function shown in Figures 3 ano 4 requires the same 6.8 x
1u0 tests, so again the numoer of channels is 10 for the ECL
approacn ano 60 for the bipolar approach.

For Lne suuivision (Figures 5 through 8), only one-fourth the number
of suooivisions is requirea, or 1.7 x i06. In this case the number
of cnannels woulo be three for the ECL case ano 20 for the bipolar
case. Note that the perspective transform ano tester should logically
ue four times as many as the suboivision for maximum throughput since
each suboivision prouuces four new values at the eno of the
suuuivision process.

For the intensity calculation ano the occultation (shown in Figure 9),
both of whicn occur in parallel, the number of points requiring an
intensity calculation woulo be about 5 x 106 values. This allows
for some of the 6.8 x 106 values to be aiscaroed before the
intensity calculation. This portion woulo then require about 60
channels of the bipolar technology approach, or about eight channels
of an ECL variety.

Two channels of intensity memory are required so that while one frame
is oeing calculated, the other is being aisplayeo.

The overall computational efficiency cannot really be measureo or
compareo with present eage-basec systems. It is possible with some
new techniques for eoge-baseo systems to go between 50,000 ano 400,000
eoges. Dust how gooo this is perceptually ano how it relates to the
system approach is unknown. The eoge approach is estimateo to take
about 27,000 integrateo circuits (ICs), whereas the estimated number
of iCs is about 41,OO. The justification for this count is oaseo on
the report by Soland, Voth, and Narendra (1979). In the report,
approximately 8000 ICs were estimated. Applying the factor for the
number of channels previously estimated to the parts estimated gives a
total count of 20,730 as shown in Table 2. A safety factor of two for
control circuitry is applied to get the 41,000.

The parts describeo in Table 2 are either available or can be
available in hybrio packages. For instance, tooay there are no 16-bit
aooers or subtractors commercially available. However, the five chips
requireo for the adder/subtractor can be combinec into a single hybrid
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p~ckagr if tne project woulo warrant. The lo-oit multi.plier is
avaiiao±e touay, as are tne 64X x 1 memory cnips. The 16-oit latches
can aud maue from two 6-oit iatcnes. Also, tne shift registers can be
naue with nycriu tecnniques. The only parts not reaoily available are
t-ne io-oit uivioers. The units oescribeo in Table 2 assume that the
nyorioization has been completeo for the aforementioneo functions.

These !Ls wouio take up approximately two racks, each 19 inches wide
uy 7 feet high, excluoing the computer system in our system concept.
This amount of equipment is significantly less than present-oay
systems.

in terms ot impact of aooitional winoows, the primary changes take
place after the FOV memory. Hence the haroware that must be
GupiicateO wouio oe ail the transformation, test suboivision
naroware. A similar argument exists for two oifferent eyepoints.
however, if the oifference between eyepoints is not great, it might be
possibie to uetermine an error amount ano simply aojust the oata that
appears at the first eyepoint. This coulo be investigateo further.

In the eage-baseo system, the sort must be on the polygon structure.
As this structure gets larger, tne amount of time requireo for sorting
aces not increase linearly with the number of polygons. Hence a
significant amount of time would be taken up simply in sorting the
oata.

4.2 FUTURE TRENDS

This section has concentrated thus far on using the parts that are
commercially available in the bipolar TTL LSI ano ECL LSI chips, or
nyorios from those chips. Another approach is to use MOS techniques
ano go to very large integrated circuits (VLIC). Clark (1980) is
alreaoy proposing a chip he describes as the Geometry Engine. This
chip oces three functions which are common to computer graphics:
transformation, clipping, ano scaling.

The system concept proposeo oy Honeywell is computationally intensive
in the transformation. Such technology couio significantiy reouce the
amount of naroware that woulo have to be oevelopec. Honeywell is
pursuing the oevelopment of chips aimed at provioing the
computational efficiency requireo for AVSS as well as other optical
systems. Briefly, the chip will oo parallel arithmetic operations on
a matrix of oata. This is the parallel pipeline architecture requireo
in AVSS to provioe the realism lacking in tooay's training simulators.
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SECTiO i 5

CONLLUSiONS

This report has provioeo the resuits of an investigation into
canoioate techniques for an AVSS. The system concept as a result of
cnis investigation is oaseo on the Air Force's neeos in simulation.

Lurrent techniques oisplay polygonal approximations to terrain
surfaces. Such oisplays contain little or no texture, no shaoows, ano
taw special effects. The low fioelity of polygonal displays is
effective in transferring certain skills, like air-to-grouno weapons
oeiivery, but is ineffective for low-ievel or nap-of-the-earth flight
training (Needham, Edwards, ano Prather; 1980).

The AVSS system will be able to address most, if not all, of the
important training aspects required of the next generation of flight
simulators. Specifically, the system algorithm is based on
high-fidelity terrain, texture, and shadow representations; and
includes the capability for various special effects.

Terrain is represented as a smooth, continuous surface. Both its
shape ano illumination will more accurately represent true terrain
tnan polygons. Terrain texture will be simulateo by fractals, which
are especially suitable for training in low-level flight, because the
texture smoothly changes in level of detail for arbitrary oistances
wnile maintaining the macroscopic ioentity of the texture.
Furthermore, the texture is three-dimensional; so the texture
appearance is illumination-oepenoent, and it can be appliec to mooel
forest roofs ano other irregular terrain features ouring low-level
flignt.

There is some perceptual evidence that the divergence in the optical
flow field of terrain texture is an important distance cue (Koenoerink
ano van Doom, 1976). There is also evioence that local information
(for example, changes in textural details) is processea by the human
visual system for purposes of determining direction ano velocity of
motion (Regan ano Beveriy; 1978, 1979). Thus, oetaileo texture may be
central to the successful simulation of the real worlo ano to training
tasks where accurate distance ano direction cues are needed.

The AVSS system provioes for the generation of terrain and object
shaoows, ooth important for terrain avoioance and object
ioentification. Interactive and preprogrammed moving vehicles can
also have shaoows. Since the hardware for shadow generation is
iuentical to part of the perspective transformation haroware, little
extra cost is incurred when many moving vehicle shadows are required.

116



T:inslucence effects may oe mooeieo in tne system by applying
uirferent weignts to the intensities of the occluoing ano hioen
surfaces at a given pixel, ano so introduces little extra cost.

To reouce image compiexity to a minimum, an artificial horizon is used
in tne system. Only those surface elements within the horizon are
uisplayeo. The system concept is oescrioeo quantitatively with an
assumeo 24'-Km maximum radius horizon. For special cases of flat
terrain ano low-level flight, or iow visibility, the horizon may oe
aroitiariiy reouceo. Small cultural oojects are oisplayed only when
surficientiy large (pixel size).

Fuli-screen anti-aliasing is incluoeo, to smooth the imagery ano
eliminate "jaggies," flickering, and other aisturbing artifacts. It
shoulo ais oe notec that this system presents a minimum of straignt
edges, which generate tne most severe aliasing artifacts. in other
worus, current systems maximize their aiiasing problems because they
oisplay straight edges of polygons. The AVSS system represents shaoow
terminators, texture Doroers, and terrain by smooth or irregular
euges, ano so inherently minimizes aliasing. The cost of full-screen
anti-aliasing is fairly high but no aoequate alternative exists if
fractal textures are useo. For reasons stated above, the potential
training aovantages of using fractals were felt to outweigh all other
concerns.

The aovantages ano oisaovantages of the display algorithm are

summarizeo as foiiows.

5.1 ADVANTAGES

i. Because bicubic B-spline surfaces represent the terrain
surfaces, reai-world contours are mooeled more accurately
than with polygons.

L. No sorting is required to determine patch maxima. This
avoids numerical techniques which occasionally incur
singularities.

3. Bicubic and fractal subdivisions are logical extensions of
the mission quau tree suboivision. The transition from the
storec quac tree to the computeo quao tree can be transparent
to the algorithm implementation. This provides a unifieo
approach and a clear flow of logic from the root noce to the
smallest oisplayable subpatch.

4. Fractal subdivisions useo for textures, texture boroers, ano
shacow boroers can be computeo in parallel with oicubic
subdivision, adding no time to the display algorithm.
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The overall algorithmic approacn is unifiec because
suuoivision is appiieo to oOtain smooth curveo surfaces,
irreguiar-textureo surfaces, texture boroers, shaaow ooroers,
anu appropriate pixel size resolution for terrain ano
cultural objects.

Fractal texturing provioes an arbitrary ano automatic level
of Qetail while maintaining the macroscopic ioentity of a
texture. It is the best available simulation technique for
iow-ievel fiignt scenarios.

7. A z-ouffer is useo to solve the hiooen surface problem.
Other techniques neeo to sort lists of entities to solve Vrhe
nioaen surface problem. The sorting can oecome a major
factor in reai-time consioerations, limiting the numoer of
poiygons or patches sorted.

8. Each speciaiizeo technique can be flexibly implementeo.
Thus, shaoows can be applied or withhelo; cultural objects
can oe aooeo or witrinelo; ano textures may or may not oe
applieo in any part or all of the oata base.

9. Off-iine preparation of the oata oase for register squares
ano texture is inoepenoent of the mission; that is, the
preparation is inoepenoent of the sun position. Off-line
preparation can be hanoled quickly because the affine
transformation is alreaoy in part of the real-time
perspective transformation haroware.

10. The nature of the suboivision process allows avoiOance of the
cross ano oot prooucts taken for the surface normal vector
ano diffuse intensity; insteao, a simpler aod and snift
process is useo.

ii. Bicuoic an fractal suboivision processes are very quick,
using ouuy aco, subtract, ano shift operations.

5.z DISAuVANTAGES

I. Anti-aliasing is difficult because the surfaces which must be
useo in anti-aiiasing become availabie at oifferent times.

Z. As a patch is sjboivioeo, the space requirements grow rapioly
for storing register squares. Aujacent patches with common
corners must have separate register squares because the
squares wiil contain values representing different levels of
suboivision.

3. The cubic surface may not be appropriate for all surfaces.
Flat surfaces may be renoered with slight unoulations due to
aojacent patches which have some curvature.
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in oroer to auoress these orawoacks, tne foiiowing are recommenoeD:
The texture approacn chosen ooes provice the necessary realism.
Textures snou±o De generateo ano evaluated over a preoetermineD flight
patn with several Different textures. Then tnis sequence should be
snown to pilots to verify that perceptual cues are inoeeo obtaineo
from these texture surfaces. Anti-aiiasing will be applieo over the
image. During the simulation, an estimate can oe made of how long it
takes the various surfaces to be availaoie.

Secono, tne simuiation will help to oetermine now much intermeciate
storage is requireo ouring the suoivision. A significant numoer of
memory chips has aireaoy been allocateo for the function, it is
Qesirable to reouce tnis component count.

Third, tne inouceo curvature to real, smooth surfaces caused by

adjacent real patches which do have slight curvature needs to be
evaiuateo.

in general, before committing to a full-scale haroware development,
certain areas should ce simulated ano evaluateD. A preliminary oesign
might be a part of the simulation. The results will be positive for
the texture approach chosen.
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APPENDIX A

OTHER OLLULTATION TECHNIQUES

As stated in tne main report, the z-buffer technique is required for
thne Latmuil suooivision method useo in surface representation. The
z-ouffer is requireo because the subdivision method produces pixels in
a ranoom oroer. Other surface representation techniques allow other
occultation techniques, but usualiy there is one occultation method
notao±y more appropriate for a given surfacing methou. In ctner
words, surface representation ano occultation techniques are closely
reiateo ano sometimes inseparabie.

Sutherlano, et al.* have shown that occultation is essentially a
sorting problem. They categorize techniques according to wnere, when,
anu what is sorted. Techniques have been devised to sort in object
space or image space, to sort on z, sorting on edges, patches, faces,
or ciusters. Most methods attempt to take advantage of some
coherence. There are eight kinds of coherence:

I. Frame 5. Implied-edge

2. Object 6. Scan-line

3. Face 7. Area

4. Edge 8. Depth

For AVSS, the tecnnigues which use scan-line coherence make some
sense. Lane, et al.T describe the more promising scan-line
techniques for parametrically oefineo surfaces. There are advantages
ano oisaovantages to these but not on the basis of their occultation
methoo. All the occultation methods work if they are properly pairea
off with the surface representation methods.

*I.E. Sutherlano, R.F. Sproull and R.A. Schumacker, "A

Characterization of Ten Hidoen Surface Algorithms," ACM Ccmputing
Surveys, Vol. b, No. 1, March 1974.

't.M. Lane, L.C. Carpenter, T. Whitted, ano J.F. Blinn, "Scan
Line Methoos for Displaying Parametericaily Defineo Surfaces," CACM,
Vol. 3, No. 1, January 1980, pp. 23-24.
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APPENDIX 6

ALTERNATIVE TEXTURING TECHNIQUES

Three texturing techniques which were considereo inappropriate for
AVSS for perceptual or implementation reasons are aiscusseo here:

I. Markov processes

k. Texture tiies

. Ranoom mapping

MARKOV PROLESSES

A graytone texture pattern can be generateo Dy a so-calleo Markov
chain. Tne ioea is to generate a sequence of tones using the probable
Knowieoge of some given tone occurring after some previous tone or
tones. Ail that is neeoed is a few initial gray values ano a set of
prooaoilities, the latter from an arbitrary textureo image obtaineo
ano anaiyzeo beforehano.

Auvantages

Storage is minimai ano the sequential generation technique is fast.

Oisaovantages

1. Not all textures can be approximated by Markov chains.

2. The texture definec by a Markov chain applies to only one
level of aetail. Markov chains for the other levels are
trouoesome because a given texture area may be vieweo at
oifferent levels of oetail simultaneously, requiring either
averaging of a high-resolution chain or an intricate
combination of multiple chains.

s. There is no inherent continuity in Markov synthesized
textures if ioentical probabilities are useo to generate
similar textures on aojacent patches. Therefore, assigning a
M~arKov chain to each patch will result in a patch-like
appearance.

4. Markov synthesis is a serial proceoure, not geareo to a
sumoivision algorithm.
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TEXTUKE TILES

The most aovanceo stuoy oeaiing with periooic textures (texture tiles)
is that of Stenger, et al.* They oemonstrate a texture tile
methoooiogy which bienos the tiles together anO eliminates any
periooicities. The blending also eliminates the oetail in the
original image, causing a blurry, inoistinct texture which no longer
resemoles tne original.

RANDOM MAPPING

Random ano periooic textures such as those of Schactert are cruoe
representations of terrain textures, employing sinusolos or Gaussian
ranaom fielos (or both). To avoid unoersampiing, current systems
display textures at 10 levels of oetail. Such textures generally have
little resemblance to the real world because of their notable
periodicity.

*T. Stenger, W. Dungan ano R. Reynolds, "Computer Image

Generation Texture Study," AFHRL-TR-79-2, AD-A074 019.
Wright-Patterson AFB, OH: Advanced Systems Division, August 1979.

tB. Schachter, "Long-Crestea Wave Models," Computer Graphics
ano Image Processing, Vol. 12, No. 2, February 1980, pp. 187-200.

125



APPENDIX C

IMAGE SPACE VS OB.ECT SPACE

One of the central consioerations in AVSS was whether to subaivioe
patches in image or object space. In object space (the choice here),
suuoivision of ooth tractals and bicuUics is scalar; that is, there
is only a one-oimensional suboivision. in image space, bicubic
suooivision is vector (three-dimensional), requiring more haroware in
parallel. Furthermore, there is no parametric functional form for
fractais as there is for bicuoics. Because of this, fractai
suooivision in image space has no oefineo methooology at this time
tnougn one may be oevelopeo in the future). Even with the aovent of

image space fractal suboivision, vector suboivision of fractals will
ue require and fractal look-up table values will procably become
non-integer.

State-of-the-art fractals can De created in object space for the
purpose of generating perturbeo surface normals only, ignoring the
perturbeo fractal elevations themselves. The normals can then be
applieo in image space to determine surface intensities. The result
will be a smooth, bicubic surface with the appearance of a fractalec
texture. In any event, image space suboivision requires finding the
object space normals; that is, it requires scalar bicubic and fractal
subdivision. With no perturbeo elevations, three-oimensional trees,
forests, mountains, clouds, etc cannot be createo--a disadvantage of
tne image space method.

in aooition to tne arguments expresseo above, the primary aovantage of
image space subdivision is that it requires only = 40,000
perspective transformations per frame time, as opposed to object space
subuivision, which requires z 5 x i06.

On the other hano, register squares are computed off-line for object
space suboivision ano are recomputeo each frame time for image space;
that is, 48 aojacent elevations must be accessed (16 each of Xe,
Ye, '-e) and 3 x 40,000 register squares formeo each frame time.
In the latter case it woulo be inefficient to first obtain the 120,000
register squares each frame time and then perform suboivision on their
respective patches. This would require large temporary storage. More
efficiently, the process woulo be pipelined so that as a triple of
register squares was formea, suboivision of their patch woulo begin.
This implies tnat patches woulo be projected and suboivioeo in screen
(image) space in the same oroer that register squares are computed;
that is, in a sequential overlapping oroer. Object space subdivision
wouio be more flexible since the register squares already exist. For
example, projection and suooivision coulo be oroerec in such a way
that patches closer to the observer are treated first.
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Object space suboivision was chosen because it allows three-dimensional .
fractal texturing, because bicubic subdivision hardware is rather
expensive ano four times as much hardware is needed in image space
(3(x,y,z) + I intensity), and because data management is more flexible
in object space.
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APPENDIX D

OTHER SURFAuE REPRESENTATION ALGORITHMS

Several algorithm aiternatives which were considereo for AVSS, but
oiscaroeo, are summarizeo here. To clarify comparisons, aovantages
ano oisaovantages are isteo for each algorithm. In each case, the
oisacvantages seemeo to outweigh the advantages. Catmull's original
algorithm was the oasis for the Honeywell-Catmull algorithm cnosen for
AVSS.

CATMULL ALGORITHM

Though many of the techniques of the original Catmull algorithm wele
incorporatec into the Honeywell-Catmull algorithm, there are several
important differences between the two. For-convenience, these
aigoritnms are aoureviateo as CA ano H-CA.

In the CA patch, suboivision is continueO until only one pixel center
is covereo. In the H-CA patch, suboivision is halteo when the patch
is a certain size (pixel size). The CA determines patch surface
normals by taking surface oerivatives whereas the H-CA oetermines
surface normals through a quick recursive process.

uA ADVANTAGES

I. Cust as with the H-CA, bicubic suboivision allows high

resolution everywhere on the screen.

k. Terrain is smoothly approximateo.

3. The z-ouffer provides a powerful occultation test and is not
subject to the potential flaws of hiooen surface algorithms.

CA DISADVANTAGES

1. Determining surface normals with oerivatives is slow.

2. Stopping subdivision when a patch covers one pixel center
ooes not ensure that the patch will be pixel size. in some
cases, such patches may exteno over several pixel dimensions
ano still cover only one pixel center. This can leao to a
faceted surface appearance in some cases.

3. No provision is made for anti-aliasing, realistic texturing,

or shaoows.
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S.AI,-LLNE ML OFdT vS *

Traoitionaliy, terrain has been simuiatec by a collection of polygons
oispiayeo in scan-line oroei. Oefining screen space cooroinates as x
going to tne right, y going up, ano z going into tne screen, a
scan-line algorithm consists of two nesteo loops tan x loop ano a y
loop). During the y loop, tnree-oimensional polygons are intersecteo
with constant y planes, resulting in a set of line segments in xz.
During the x loop these line segments are intersecteo with a ray
oefineo uy the eyepoint ano a screen picture element, iesuiting in a
set of one-oimensional points. These points are then sorteo in z with
the smallest z being visible.

To make this scheme practical, polygons must be sorteo in y before
Uisplay to avoia consulting a list of all polygons eacn frame time.
Sometimes an x sort is maue before z sorting, sometimes the reverse.

POLYGON ALGORITHMS

There are many variations of polygon scan-line algorithms.t A
common element, however, is the representation of terrain surfaces by
fiat, polygonal surfaces.

Aovantages

i. Polygon-scan line algorithms are fairly inexpensive, partly
oecause straight lines are easy to oeal with ano partly
because haroware alreaoy exists for polygon display.

z. Intensities for truly flat surfaces are computed only once
for the entire surface. To approximate a curved surface,
intensity interpolation can be employeo.

3. Mappeo textures can be easily applied.

4. Perspective transformations are minimizeo because only
polygon vertexes require a transformation. Screen x, y, and
z polygon coordinates may oe generated incrementally.

5. Anti-aliasing is easier to apply because all surface elements
for a pixel are available at one time, rather than ranoomly
with a z-ouffer.

*Polygon, Blin, Whitteo, Lane-Carpenter, Clark, Biquaoratic

tI.E. Sutherlano, R.F. Spioull, ano R.A. Schumacker, "A

Characterization of Ten Hiooen Surface Algorithms," ACM Computing
Surveys, Vol. 6, No. 1, March 1974.
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Lis-6uvanL ages

.. S.iinouecces ale composec of straignt lines.

Gourana snaoing, tnat is, the interpoiation of intensities,
allows a Macn bano effect. The more sophisticateo
interpolation of vector normals (Phong shaoing* eliminates
this effect but is more expensive.

3. Ail polygons representing the terrain must be storec.
Compareo to the information in bicubic patch register
squares, the polygon oata base is not compact.

4. Polygon algorithms aepeno largely on texture mapping. This
tecnnique requires large oata storage, has a finite
resolution, ano is only two-dimensional.

if fractais were applieo to polygons, a suboivision process
wuulo uy oefinition be requirea. But if fractal suuoivision
were useu, then bicubic suooivision of curved terrain
surfaces couio just as well be implementea in parallel, with
little extra cost ano the benefit of aooe realism. Note
that as fractals were applieo to polygonal surface, some
interpolation of intensities wouio probably still be
necessary to avoio Mach bands, whereas with a curveo bicubic
surface under the fractal perturbations, no interpolation
woulo oe necessary.

5. The size of terrain-representative polygons is limitec both
by storage anu sorting constraints.

6. Polygon sorting algorithms are occasionally subject to
amoiguities ano singularities.

bLiNN ALGORITHM

This algorithm scans curved, pararetrically-oefineo patches rather
than polygons. As in a polygon scheme, a y sort is necessary for
efficiency. In a polygon scheme, polygons are sorted accoroing to the
highest y value on the polygon. This is inevitably the y value of its
highest vertex. Thus, only the polygon vertexes neeo to be
consioreo. 6iinnt attempts a sort accoroing to the maximum y
value of a curveo patch.

•b.T. Phong, "Illumination for Computer-Generateo Pictures,"
ACM, Vol. 18, No. 6, June i975, pp. 311-317.

t j.F. Blinn, "Computer Display of Curveo Surfaces," Doctoral
oissertation, University of Utah, December 1978.
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AuvanLages

1. Wurveu surfaces are Gispiayeo, auoing more reaiism.

-. Ai cne efficiency aovantages of scan line aigcritnms iisteo
unuer polygon aigoritnm aovantages hoiO.

uisaovantages

i. Because ai parts of a curveo patch may potentially oe
maxima, the maxima tests are quite oifficult to implement.
Generally, iterative tecnniques are employeo, Out even these
fall or are amoiguous when oealing with saoole points, cusps,
ano non-monotonic curves ano silhouettes. Consequently, when
oealing with the generation of the real worio, no guarantees
can be maoe as to the accuracy of the simulation.

2. Fractai texture ano shaoow aigorithms cannot easily be
applieo since they involve a suoivision methocology.

,4HiTTED ALGORITHM

tnitteo avoids some of the difficulties in Blinn's algorithm by
approximating a curveo (bicubic) patch oy the four patch eoges.
Furtnermore, cuOic curves are generated as approximations to
silhouettes whenever necessary (see Figure D-1).

INTERNAL
SILHOUETTE

Figure D-1. Whitteo approximates internal
silhouettes with cuoic curves.

*j T. whitteo, "A Scan Line Algorithm for Computer Display of

Lurveo Surfaces," Proceeoings, 5th Conference on Computer Grapnics ano
Interactive Techniques, Atlanta, GA, 1978.

131



Muvarcages

±. in aooition to scan line aovantages, patch eoge maxima are
easiaei to oetermine cnan tne internal maxima in Blilnn's
algorithm.

2. Snaoow silhouettes may also be oetermineo by this techfnique.

uisaovanrages
±. Since the generation of a cuoic silnouette is inaccurate for

higny curveo patches, a curvature test is necessary.

2. As in the Blinn algorithm, an iteration technique is usea to
oetermine silhouette enopoints, ano necessarily suffers from
singularity problems. Some ot the conoitions unoer wnich the
nitteo algorithm fails are illustrateo in Figure 0-2.

LANE-UARPENTER ALGORITHM

Tihis algrithm is a combination of scan-line ano suOdivision
tecnniques. in it, patches are sorteo by their maximum possible y
values. At each scan line, patches are subaivioeo until no subopatch
overlaps zhe scan line (that is, when the subpatch is approximately
pixel size). Suboivision can also be halted if the patch is within
some set tolerance of Leing a planar polygon. In either case, when
suboivision is stoppeo, the patch will be treated as a polygon ano
processeo with a polygon scan-line algorithm.

a. b.

Figure 0-2. Three examples of silhouettes which the
Whitteo algorithm does not treat.
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Muvancaye

Tie auvantage of this aigorithm iies in its aciiity to minimize the
numoer of subdivisions Uy maKing a quick flatness test. Alhougn
"holes" sometimes can appear, the Lane-Carpenter algoritrn is
quite successful when useo to generate simple curved objects at a
fairly constant oistance.

Disauvantages

i. Unoer worst-case conditions (low sun angle ano bumpy
terrain), most patches wiL. require subdivision cown to a
fine resolution. Thus tne flatness test will be a liaUiiity.

i. Suppose a large, flat area is approximateo by a single
polygon. This innerently disailows the construction of any
texture witn the polygon. In other woros, a flatness test is
useful oniy when no texture is present.

3. The maximum possiole y value of a patch is
viewpoint-oepenoent ano so must be located each frame time.
The method by which y maximum is locateo for a patch involves
taking many secona oerivatives, which is a tremendous
liability for real-time simulations. An enclosing box is
quicker but leads to sorting ambiguities.

bil UADRATIC ALGORITHMS

.,oeiing "free-form" terrain (that is, terrain with arbitrary
elevations) is best accomplisheo with bicubic patches. 8iquaoratic
patcnes, though simpler mathematically, produce discontinuities across
patch boroers. Biquaoratics are suitable only for a limiteo class of
cultural features.

CUBE INTERSECTION ALGORITHM

An alternative algorithm for AVSS is the so-called cube-intersection
aigoritnm. The idea central to this algorithm is the creation and
storage of the entire mission oata base off-line in a tree structure
of cuoes. The largest cubes would oe 400 meters on a side. Each
400-meter cube would contain eight 200-meter cubes, each 200-meter
cuoe eight 100-meter cubes, ano so forth.

% .M. cane ano L.C Carpenter, "A Generalized Scan-Line Algorithm
for the Computer Display of Parametrically-Defineo Surfaces," Computer
Grapnics ano Image Proceeding, Vol. 1i, 1979, pp. 290-297.

tiJ.M. Lane, L.C. Carpenter, T. Whitted, and J.F. Blinn, "Scan

Line Methoos for Displaying Parametrically-Defineo Surfaces." CACM,
Voi. 23, No. 1, january 1980, pp. 23-34.
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cuues are eithei "empty" or "non-empty." If no ooject (or no part
3' an uoject) taiis within a cube, it is given an empty aesignation.
if a cuoe contains part of the terrain surface or part or wnole of a
cu.,urai object, tie cuoe is non-empty.

The algorithm provioes for the off-iine generation of a
oicuoic-fractaleo surface on which tfre cube tree structure can be
superimposeo. Off-iine suoivis±on of the terrain surface results in
a coiiection of small (2-meter) suopatches. If any one suopatch
vertex faiis witnin a cuue, tne cuoe is non-empty.

Thus, the proceoure for off-line generation of a terrain surface
cescrioeo in a cuue tree structure wouio be:

i. Oetermine icubic ano fractal coefficients.

2. Suboivice the entire terrain surface oown to a 2-meter
resolution.

3. Superimpose a cube tree structure over the wnole mission oata
case.

4. Determine all empty ano non-empty 2-meter size cubes.

5. taiculate oiffuse intensities for ali 2-meter patches ano
assign these intensities to the 2-meter size cubes.

6. Average cube intensities ano assign to larger cubes higher up
tne tree.

7. Designate as non-empty any larger cube containing a non-empty
cube.

in tne eno of the off-line preparation, all the mission oata are
storeo in optical uiscs ano are reaoy for real-time access. All
textures, snadows, cultural objects, etc have been assigneo in the
off-line generation.

The real-time accessing of these data is accomplisheo with a ray
tracing technique. For each pixel on the display, a ray projects
outwaro from the pilot ano intersects cubes.

i. If a ray intersects an empty cube, it proceeds to the next
cube.

2. If a ray intersects a non-empty cube, the eight sub-cubes are
accesseo ano those intersecteo by the ray are testeo for
emptiness or non-emptiness.

3. At the intersection of a ray ano an opaque cube, the cube
intensity is written into the pixel, ano the next ray is
generated. An opaque cube is a non-empty cube no smaller
than pixel dimensions; that is, cube opacity is a function
of pilot-terrain distance, ano is useo to avoio having all
rays proceea to the 2-meter resolution.
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Auvantaes

Because rays stop at the first surface of intersection, no
ni ocen surfaces are oealt with.

2. Recursive perspective transformations and suboivisions are
avoiueu; that is, no tests for patch size in scieen space are
necessary.

d. Fiat or spherical screens may ue usea quite easily. In the
spherical case, rays are generateo so that all pixels subteno
equal angles from the viewer's eye.

4. Tne rays are generated in scan-line order. Scan-ilne
naroware is generally faster ano cheaper than ranoom access
naroware.

5. No clipping is requireo since the only oata considered are
tnose oata struck by a ray.

o. Anti-aliasing may be implementeo oy simply having several
rays per pixel ano averaging the intensities of the surfaces
(cubes) they strike. Since an enclosing rectangle is
avoioeu, small sampling errors are avoioeo.

7. Z-buffer memory requirements are minimal because the pixels
are assigneo intensities in scan-line oroer. As soon as one
row of pixels is filled, the oata may be read out for cisplay
ano a single-row z-buffer filleo again.

8. Since most of the terrain is mooelec by diffuse reflection
ano the oiffuse intensities have been calculatea off-line,
virtually no intensity calculations are requirea during real
time.

Disaovantages

±. Ray intersection calculations are time-consuming ana the tree
search is oifficult to implement. A typical ray requires six
uivioes, one multiply, anc roughly 100 acos. Although
several rays can be computed in parallel, each ray must
search through a tree structure of cubes in a way that cannot
oe preoetermineo.

2. Rays which project at a slight angle with respect to the
horizontal may travel through a large number of cubes before
intersecting an opaque cube. In such cases, on the oroer of
300 aco operations during the tree search may be required.

3. If terrain is approximated by cubes of pixel size, staircases
will appear along silhouette. Subpixel cubes woula then seem
necessary.
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.itn a smallest cuue size of i meters, nearby objects ouring
iow-ievel flignt wiil appear unrealistic and blocky, besides
enhancing staircase jaggies because of the preoominance of
straight line segments.

5. The mission oata base ano high-speed local memories must De
enormous. A z-meter resolution 48 x 800 km mission data base
would require approximately ±012 bits. The local circular
nign-speeo memory neeoeu each frame time would contain
roughly i0i0 bits. This is approximately two oroers of
magnituue larger than the ciicular high-speed memory employed
in tne Catmuli-Honeywell aigorithm. Each frame time, a
certain number of cubes must be transferreo from disc to
high-speea memory, equal to i06 bits/frame time. This data
transfer rate is quite nigh ano difficult to implement. In
the Catmul algorithm, only a few thousand bits are
tiansferreo each frame time.

Ail of the above disadvantages can be reouced somewhat by implementing
a "rings of resolution" structure which places the highest oetail near
the pilot anu iower detail further away. This structure would
otcrease storage ano data transfer rate requirements but would ao
some complexity. Because the disaovantages appear to outweigh the
aovantages, the cuoe algorithm will not be used.

PERSPECTiVE-STORAGE ALGORITHM

Rather than store all mission data in great detail in cubes, it coulo
ue stored as patches and subpatches. Thus, the whole oata base woulo
consist of z-meter size patches, stored in a tree structure. When
neeoeo, a branch containing a given resolution patch would be
projected to screen space. Thus, rings surrounding the pilot (an
moving with the pilot) wouLo be useo to access terrain patches at some
aoequate (pixel) resolution. A circular fast memory ano disc mission
memory would be necessary. Both would be as large as the memories in
the cube intersection algorithm.

Aovantages

i. No suboivislo, is needeo in real time.

L. No intensity calculation (except for an atmospheric factor)
is neeoeo in real time.

Disaovantages

i. Compared to the suggested Catmull-Honeywell algorithm, this
methoo requires more perspective transformations per frame
time because each ring of resolution must transform one patch
size to the screen ano since the closest patches in the rings
must be no larger than pixel size, all more distant patches
in a ring will ue projected at subpixel size.
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Cube algorithm disadvantages 4 and 5 hold for this algorithm.

6ecause of these oisaovantages and because no z-buffer or
anti-aliasing problems are solved, the perspective-storage algorithm
is not an optimal algorithm.

.URVATURE TEST ALGORITHM

To avoic excessive storage and save on certain calculations, terrain
patches could be subdivided off-line until their curvature is such
that the approximation of the subpatches as polygons does not leave a
fractaleo appearance. Then only polygons will be stored, not register
squares. During real time, bicubic subdivision is avoided, and only
fractal subdivision is applieo. Perspective transformation, fractal
subdivision, and rectangle tests are conducted as usual.

Aovantages

1. Less storage is-required in both disc and high-speed memories
than with a 2-meter resolution everywhere.

2. Less data are transferred from discs to high-speed memory
each frame time (compared to the perspective-storage
algorithm).

3. Real-time subdivision is fractal only; the absence of
bicubic subdivision decreases hardware costs and computation
time.

4. Because subdivision occurs during real time, full resolution
is ottaineo for all parts of the terrain displayed on the
screen.

Disadvantages

1. Under best-case conditions, the terrain will be essentially
flat and the sun at a high altitude. Under worst-case
conditions, the terrain will be hilly or mountainous and the
sun will be at a low altitude. In such a case, many patches
will have to be off-line subdivided very finely (=2 meters).
Thus, the situation goes back to very high data storage and

transfer problems. Since this worst case cannot be effectively
dealt with, the algorithm should not be implemented.
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APPENDIX E

bERIVATiON 6F THE NuM6ER uF 31CU6IC SUBDIVISIONS

Eacn terrain or cultural object surface patch that falls within the
ouserver's fieiu of view .FOV) is projected to his/her screen ano
suuuiviceo untii each suopatch is no larger than a pixel. The number
ot suouivisions requireo oepenos on how the terrain projects to the
screen, that is, it oepenos on terrain roughness anu orientation.

A te~rrain mouei is oescrioeo below in which roughness is quantifieo.
in aucition, equations are oeriveo for the projecteo areas of single
patcnes ano tneir uisrributions. These equations are combineo to
provioe the tota± projecteo area of terrain hicoen ano visible
surtaces on the screen. From this, the number of bicuoic suboivisions
per frame in a "mooerateiy oao" case is estimateo.

The first step is to oerive a key relationship between the orientation
ot a patch, relative position of the observer, and the projecteo area
of a patch at the screen. Much of the further analysis is baseo on
tnis relationship.

The imaging geometry is shown in Figure E-1. The patch is

approximateLy at a oistance n from the observer (who is in the -
n plane). The observer is at height ( relative to the patch. The
normal to the patch makes an angle e with the vertical, and its
projection on the Cn plane makes an angle with the axis
cyiinurical notation). The line-of-sight makes an angle B with the

horizontal. The patch siz is h x h.

(VERTICAL)

PATCH (PATCH NORMAL) VIEWPOINT

Figure E-l. Projecteo area of a patch at the screen.
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For a flat terrain, the projected area of the patch in angular
suotense at the screen is given by:

Area = cos A rad (E-1)

where A is the angle made by the line-of-sight vector Z with the
patch normal n.

Now, cos A = 2 • n where:

= [cos B, 0, sin B]

ano n = [sin e cos ¢, sin 0 sin ¢, cos i T

Then:

cos A = [sin B cos 0 + cos B sin 9 cos €].

Substituting (-2 into -1):

Area = h2 fsin B Cos 9 + cos B cos bj (E-3)
T2

For small B, the observation angle can be approximated by:

sin B =1/n

cosBi
Similarly, sin 0 9 and cos 0 = 1 for small 9.

Hence the area of the patch becomes:

Area= 2 + cos (rad)2 (E-4)

Equation (E-4) gives the projected area of a patch at a specific tilt
orientation (0, 0), distance n, and relative height 4 from the

*observer. In practice, of course, patches can have different tilts
0, orientations 4, and heights 4 with respect to the observer.
Hence, to find the average projected area of a patch at a given
distance, statistical models of the parameters 9, €, and 4 have to
be generated. This statistical model gives rise to a means of
characterizing the terrain roughness.

TERRAIN ROUGHNESS MOOEL

The terrain is composed of square patches (of side h) each with an
angle 0 to the vertical, an angle 0 to the vertical plane
containing the patch and the observer, and height 4 below the observer
(Figure E-1). Note that E denotes whether a patch is tilted and €
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oeteunines whether it is tilteo toward or away from the observer. The
following assumptions can be maoe about the distribution of 3, I
and z over the entire FOV:

o 9, 4, and are independent random variables

o 3 , t and Z are stationary processes in the FOV; that is,
the distribution of the parameters is not a function of the
location

It can be further assumed that t is uniformly distributed between 0
ano 27. This means it is equally likely that the observer is
looking at a patch from any direction of the compass. The

oistribution of 3, the tilt of a patch to the vertical, need not becompletely specified. It is completely characterized for purposes of

this analysis by its mean value Om. Finally, C is assumed to be a
normal ranoom variable with mean me and standard deviation a cC.
ml; and crzare measured over the significant region of the FOV.

The terrain roughness is then completely characterized by %, the
average slope of a patch, and aZ:, the standard deviation of the
patch elevations over a small area. Figures E-2 through E-5 provide
empirical data showing the distribution of tilts and altitudes of
representative terrain.

THE AVERAGE AREA OF A PATCH AT DISTANCE X

From the terrain roughness model, the average area of a patch in
Equation (E-4) is computed by integrating over the distributions of
9, $, and C . Since these parameters are assumed to be
independent, the order of integration is immaterial.

The result in Equation (E-4) is first averaged over all possible
orientations of the observer with respect to the patch. Since each
orientation $ is equally likely, the probability density of $ is:

0 < < 271
P(4)) = [ 0 elsewhere (E-5)

Since the "back" of a patch must be subdivided if it is visible,
negative areas (of a patch facing away from observer) should be
counted as positive areas. Therefore, the average over 4 should be
written:

E [area] = L2-E + 0 Cos (E-6)

where • I denotes absolute value and E [ J denotes expected value or

average.
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',ote ctnt cs varies tA:m 0 to T, cos taics on vaiues from
:etween -i anu - . Therefore, tne above quantity is Qitficuit to
eva±uate in ciosec form (niess tne specific vaILue of Z/n is known.
.nsteac, Scnwartz's inequality gives:

LareaJ_. 2 + E L0 cos t .E-7)

wricn gives an upper uouno (conservative estimate) on the area.

- /2No w: E¢ LCOS $J =0 • -/ Cos (E-8)

T2  n" 2 2

hence: E¢ Lareaj - 0 (rao (E-9)
7T

Since this equation is linear in 0, averaging over all possible 9
ano assuming 0 has a mean value of em gives:

E Larea] + -- - (rao 2) = A (E-IO)
3 it M

Note that the first term in the aoove equation corresponos to the fiat
earth case. The secono term mooifies the result for a rough terrain.

DISTRIBUTION OF PATCH PROJECTED AREAS

Equation (E-1O) gave the average projecteo area of a patch at a
oistance n ano relative height z from the sensor. To compute the
total projecteo area at the screen oue to all the patches in the FOV,
the uistribution of the patch distances must be oetermined; that is,
how many patches are at a given oistance from the observer. The
numoer of patches in the strip on at a oistance n is given by:

p(n)dn = 2 H dn (E-ll)
H

The total projected area is ootaineo by integrating (E-1O) ano (E-11)
over the near ano far oistances in the FOV, that is:
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,Z) A.n)p(n)jn

22 H

z 1 H + m T

S 2 + 2 0 q fL 2 (raa 2) (E-12)
H z1 2.2 1 M H

because Z- >> Zi, Equation kE-iz) can oe written as:

A~.ij,22) - 2 Ln E-iD)

Tne projectea area is, of course, a function of the near aistance
Z. (tne uistance to the bottom of tne FOV). The worst case is
wrier tne norizon is at the top of the screen, as shown in Figure E-6.
Then tne verticai field of view uetermines Z1 because from Figure
E-6, Cv = /Z "

r"V

Figure E-6. Imaging geometry for the worst case.
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Then Equation (E-13) oecomes:

- Ln
v TT

Mssuming an n x n element raster over tne FCo N qv " ' H), tne
aiea in numuer of raster eiements is given by:

A n j+ :E ~ Lrc) (E-15)

Equation -i5) explicitly snows tne total projecteo area for a rough terrain
wnen tne entire FUV is covereG ,with tne grouno patches. In the flat earth
case, it is oOvious that A = n4, which is intuitively correct. witn rough
terrain UOm > 0), because of niouen surfaces more tnan one point on the
yLouna maps to the same point on the screen. This is the reason why the total
projecteu area can oe gieater tnan n2 raster elements. To see how rough
terrain affects tne quantity in Equation (E-15), assume Zl = 500m,
Z2 = 0 km, ano a verticai FOV Pv = 300. Taoie E-1 shows the total
projecteo area as a function of em, the roughness parameter.

Tabie E-i shows that for Gm = 15 (extremely rough mountain terrain) the
totai projectea area is 2.27 times the corresponaing result for tne fiat earth
case oecause of hicoen surfaces.

TABLE E-1. AREA VS Em

E0 A/n2

0 1

2 1.16

5 1.39

7.5 1.59

10 1.78

12 1.94

15 2.27
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;,ote tnat the projecte0 area A = n L2.274 is a worst case in two
,says. First, Om = 150, which is quite rough. Second, the
screen top euge is set to coincide with the horizon. This ensures
tnat the projecteo scene contains no sky (tne sky is not subdivided)
uut that the orientation is as nearly horizontal as possible, to
maximize the numoer of hiooen surfaces.

Empirical tests of the number of four-way subdivisions required per
unit area of a typical projecteo patch oemonstrateo tnat there were
kon the average) 0.75 sucoivisions per unit area. This number
inciuues ail levels of suboivisions for a patch.

Thus, tne total number of subdivisions is 0.75 x 2.27 n2 = 1.7 x
±iO/f rame.

Note that each suUodivision proauces four subpatches so that each
frame we must deal with approximately 4 x 1.7 x iO = 6.8 x 10 6

suopatches.
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